
I. INTRODUCTION 

FLIR (forward-looking Infrared) sensors image the 
thermal radiations emitted by a .target. Since the target 
is in direct contact with its environment, there is an Model- Based Segmentation of 
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exchange of heat between the target boundary surface 
and the immediate surroundings (background). The 
loss of contrast between the target and background 
with range to the observer is mainly caused by 
atmospheric scatter and absorption [5]. As a result, 
the boundary of the target in the image is not very 
sharp and many times there is an intensity gradient 
across the boundary. In the automatic recognition 
of tactical targets in FLIR images, an accurate and 
precise representation of the boundary of the targets 
is desired [3, 71. It is very important since the features 
used in the classification of the target are normally 

We present the use of gray scale intensities together with the based On the and gray Of the segmented 

edge information present in a fomard-looking infrared (FLIR) target and therefore, the performance Of a 
or a structural classifier critically depends on the 
results of segmentation [2]. Generally, only the gray 
scale of the image is used to extract the target from 
the background. Thus, the resulting segmentation 

image to obtain a precise and accurate segmentation of a target A 
model of FLIR images based on gray scale and edge information is 
incorporated in a gradient relaxation technique which explicitly 
maximizes a criterion function based on the inconsistency and 
aInbigUity of classification of pixels with respect to their neighbors. 

depends upon parameters of the technique 
used. The problem addressed here is, Can a better 
segmentation be obtained more efficiently if additional 
information is used beyond that based on the original 
unprocessed gray scale image? It is possible to 
obtain better segmentation by using different levels 
of information present in the image, for example by 
extracting information based on low-level primitives 
like edges or high-level information such as contextual 
cues or temporal cues based on a sequence of images. 

We specifically consider the use of gray scale 
together with the edge information (gradient of the 
gray scale) present in the image to obtain a more 
precise segmentation of a target than a segmentation 
obtained by using either gray scale or edge information 
alone. A model of FLIR images based on gray scale 
and edge information is incorporated in a gradient 
relaxation technique [4] which explicitly maximizes 
a criterion function based on the inconsistency and 
ambiguity of pixel classifications with respect to their 
neighbors. Four variations of the basic relaxation 
technique are considered which provide automatic 
selection of thresholds to segment FLIR images. A 
comparison of these methods is discussed and several 
examples of segmentation of ship images at various 
ranges are presented. 

Four variations of the basic technique are considered which 

provide automatic selection of thresholds to segment FLIR images. 
A comparison of these methods is discussed and several examples 
of segmentation of ship images are given 
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There are three general approaches for image 
segmentation: edge based, region based, and clustering 
based. Edge-based approaches are suitable for 
detecting linear features in the image [12, 15, 201. 
They have the disadvantage of producing very 
low-level primitives (segments) even after considerable 
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Fig. 1. Scatter plot of edge magnitude and gray value for typical 
FLIR image. 

processing. A general approach to this problem of 
detecting significant edges is to treat a digitized gray 
scale image as a surface and attempt to associate large 
slope changes with edges [ll]. However, modeling such 
a complicated surface near natural discontinuities 
is difficult and may require a simulated annealing 
approach to detecting boundaries [28]. Though 
techniques such as simulated annealing have reported 
success on degraded synthetic images [lo], the large 
number of iterations preclude their consideration 
for real time applications. Region-based approaches 
use a region-growing or a region-splitting technique 
to achieve segmentation [6, 18, 231. They have the 
advantage of producing higher level primitives, 
but the region so extracted may not correspond 
to actual physical objects unless the regions differ 
everywhere in intensity from the background [23]. 
Clustering-based methods use the cluster of local 
features to segment images [8, 181. Since they do 
not use spatial relationship among pixels, they utilize 
region merging to obtain a better segmentation [18]. 
Perkins [22] uses an expansion-contraction approach 
to bridge gaps in the edge image of industrial parts, 
while Milgram [17] uses edgeborder coincidence to 
segment targets in FLIR images. The “superslice” 
technique of Milgram is a nonprobabilistic technique 
that makes independent decisions based on gray scale 
and edge strength to determine if the edge border 
coincidence is sufficient to segment the target. Medioni 
(161 combines the advantages of edge-based and 
region-based techniques to segment aerial images, and 
Harlick and Shapiro [ l l ]  show that for nonreflective 
images better results are obtained by using binary 
edges to refine cluster-based segmentation. 

over one image, several researchers have taken an 
expert system approach which incorporates several 
different techniques [19, 271. This has the advantage 
of using control rules which incorporate strategies 
that vary depending upon local conditions during 
processing. However, for tactical applications, the 
expert system approach has significant real time 
implementation problems. 

Because no single technique may work best even 

Schachter [W] has given a survey of FLIR target 

segmentation algorithms. A survey paper on automatic 
target recognition (ATR) by Bhanu [3] provides a 
comprehensive review of various techniques and their 
evaluation for the segmentation of FLJR images. In 
the following, we provide a model-based segmentation 
approach for the segmentation of FLIR images. We 
have found this approach to b e  very effective and 
efficient for the segmentation of low contrast images 
and for a large class of natural scenes for which the 
gray level histogram is almost unimodal. 

Ill. MODEL-BASED SEGMENTATION OF FLIR 
IMAGES 

The simplest model of a FLIR image is a two-class 
gray value model in which the target is brighter (class 
1) than the background (class 2). The next higher 
level of modeling involves the interaction of gray and 
edge values in the image. The ideal gray value and 
edge magnitude model of a FLIR image is shown 
in the scatter plot of Fig. 1. The background and 
target are characterized by low and high gray values, 
respectively. The edge magnitude is low inside a 
target or background since it is assumed that they 
are uniformly distributed in intensity. At the pixels 
where the edge magnitude is high, the gray value is 
intermediate to that of the target and background. The 
pixels, where the edge magnitude is in the intermediate 
range, may be inside the target or background or along 
the border of the target. As an example Fig. 2 shows 
FLIR images of ship targets and their scatter plots. 

Panda and Rosenfeld [21] use such a model to 
segment targets in air-to-ground FLIR images. Their 
procedure is not automated and the valley selection 
to threshold the image is done manually. Weszka and 
Rosenfeld [29] use a similar model by considering the 
histogram of pixels having low or high edge values to 
select the threshold to segment FLIR images. Danker 
and Rosenfeld [9] use edge and gray value separately 
and together in a probabilistic relaxation algorithm 
to segment the targets. In Bhanu and Faugeras [4], 
the probabilistic relaxation technique of Rosenfeld, 
Hummel, and Zucker (RHZ) [24] is compared with 
the gradient relaxation technique. There, it is shown 
that unlike the R H Z  method, the gradient relaxation 
method provides control over the relaxation process 
by selecting three parameters which can be tuned to 
obtain the desired segmentation at a faster rate. It also 
allows some smoothing at every iteration. Smoothing 
is required for the segmentation of FLIR images since 
some parts of a target are generally hot, other parts 
are cold, and the background may contain some noisy 
elements. Normally, in a gray scale FLIR image the 
hot and cold parts of a target appear as bright and 
dark areas, respectively. Fig. 3 shows an example of 
such a ship target. 

The technique presented by Bhanu and Faugeras 
[4] is modified here to incorporate the FLIR image 
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Fig. 2. FLIR ship images and their scatter plots. (a) Lowcontrast image. @) High-contrast image. 

Fig. 3. Ship image for which gray value distribution is not 
uniform. 

model discussed above in the selection of compatibility 
coefficients and the assignment of initial probability 
to pixels so that the edge information and gray values 
interact in a controlled manner. Four variations of 
the technique are considered which provide automatic 
selection of thresholds to segment FLIR images. 

A. Gray-Value-Based Segmentation-Basic Relaxation 
Tech n i q ue 

First we briefly describe the gray-value-based 
two-class segmentation technique [4] and then present 
several modifications which provide alternative ways of 
accomplishing model-based segmentation. 

Suppose a set of N pixels i = 1,2,. . . , N fall into 
two classes A1 and A2 corresponding to the white 
(gray value = 255) and black (gray value = 0) classes. 
Reduced inconsistency and ambiguity of pixels with 
respect to their neighbors are achieved by maximizing 
the global criterion, 

N 

C(Pl,.-.,PN) = C p i  .qi (1) 
i= l  

subject to the constraint that pis are probability 
vectors. The probability that the ith pixel belongs 
to class A 1  and A2 is represented by pi, while q;, 
the compatibility vector, is a function of pis. It is 

defined as 

L 

k = 1,2; i = 1, ..., N (2) 

where compatibility, 

C ( i ,  X k , j , A l )  

if k # 1,k = 1,2,j E V; 
if k = 1,k = 1,2,j E V;  

for all i 
for all i = { y:  

(3) 

and V; is the set of 9 pixels consisting of the ith pixel 
and its 8 nearest neighbors. The term qi(Ak) is in 
effect the average of pi(Xk) of the pixel and its eight 
nearest neighbors. In the rest of this paper, for the 
sake of simplicity, we denote c ( i , X k , j , A i )  as c( i ,k , j ,Z) .  

probabilities is done by, 
Initially, at every pixel, the assignment of 

(4) 
I ( i )  - IBAR 

255 
+ 0.5 pi(X1) = FACT 

where, Z(i) is the gray value at the ith pixel and IBAR 
is related to the mean and variance of the image [4, 
61. FACT is a function of intensity which is taken to 
be equal to 1 if Z(i) > IBAR, otherwise its value is 
between 0.5 and 1. FACT is related with the expected 
number of white and black pixels in the image. It does 
not affect the rate of convergence very much, but it 
affects the segmentation results [4]. 

A projection gradient technique is used to solve the 
problem as stated in (1). The gradients of the criterion 
C in (1) with respect to A1 and A2 are 2q;(X1) and 
2qi (X2), respectively. By computing the projection of 
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(a) (b) 

Fig. 4. Segmentation results of basic relaxation technique. (a) Ship image and its histogram. (b) Segmentation of image shown in Fig. 
4(a) and resulting histogram. 

this gradient and simplifying the equations for quick 
convergence, the iterative equations for the relaxation 
process are obtained [l, 41. These are, 

pr"(X1) = pr(X1)[1- & I ] +  al; q;(X1) > 0.5; 
o <  a1 < 1.0 

( 5 )  

pr"(X1) = pf(X1)[1- ~ 2 1 ;  q i ( X 1 )  < 0.5; 
0 < 092 < 1.0. (6) 

The magnitudes of a1 and a2 control the degree of 
smoothing at each iteration and their ratio controls the 
bias towards a class. The magnitude of FACT controls 
the initial assignment of probabilities. Since we use 
the projection gradient method to obtain iterative 
equations, we named this method the "gradient 
relaxation method'' to distinguish it from the nonlinear 
relaxation method of Rosenfeld, Hummel and Zucker 
~ 4 1 .  

A few iterations of (5)  and (6) result in the 
segmentation of images by allowing the automatic 
selection of thresholds. Fig. 4(a) shows the image 
of a ship target with its gray level histogram. Fig. 
4(b) shows the segmentation results and the resulting 
histogram. Note that the selection of the threshold 
to segment the image is trivial. Fig. 5 gives a similar 
example of the segmentation of a ship target. As 
another example, Fig. 6(a) shows the image of a ship 
target and Figs. 6(b) and 6(c) show the results after 
two and five iterations. Note that a good definition 
of the boundary is obtained. However, one problem 
with the technique is that as the number of iterations 
increases, the target boundary extends more and 
more into the background. Here the use of edge 
information can be made to obtain a precise and 
accurate boundary and to automatically determine the 
number of iterations to stop the relaxation process. 

(a) 

(b) 
Fig. 5. Segmentation results of basic relaxation technique. 

(a) Ship image. (b) Segmentation of image shown in Fig. 5(a). 

(a) 

(4 
Fig. 6. Segmentation results of basic relaxation technique. 
(a) Ship image. (b) Segmentation results after 2 iterations. 

(c) Segmentation results after 4 iterations. 
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B. Modification of Cray-Value-Based 
Segmentation-Techn iq ue 1 

In this approach, it is assumed that the edge 
magnitude and direction are available at every pixel. 
They can be computed by using an edge operator 
such as a Sobel operator which can be efficiently 
implemented or by a series of direction masks such 
as 6 masks in steps of 30° which assign each pixel 
the L,  norm of the 6 edge magnitude outputs and 
the corresponding direction. The choice of an edge 
operator depends on the quality of the edges present in 
the image, their location, response, and susceptibility to 
noise. Ideally, an operator is desired which is not very 
sensitive to noise. Thus, the use of edge operators such 
as Robert’s is avoided. 

A modification to the compatibility coefficients 
in (3)  is made while keeping the initial assignment 
of probabilities in (4) the same. By thresholding the 
edge magnitude image, it is classified into two classes, 
high and low edge values. This threshold may be 
a function of range, weather conditions, and other 
environmental factors. Very simply, this threshold 
can be determined by considering 5 to 20% of the 
pixels where the edge magnitude is large to belong to 
the high edge value category. The actual percentage 
depends upon the complexity of the scene and range 
involved. Let the subset of pixels in the set V;, where 
the edge magnitude is low or high, be denoted by VL 
and EH, respectively. If the edge magnitude at the ith 
pixel is low, it is likely to be an interior point of the 
object or background. In this case, the compatibility 
coefficients can be obtained as given by (3)  or only 
those pixels in the set vi can be considered where the 
edge magnitude is not high. In the latter case, 

~ 
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and 

If the edge magnitude at the ith pixel is high, the 
pixel could be a noisy point of the objectboundary 
or a boundary point. To determine if it is an interior 
point of the objectbackground, the edge magnitude 
of its eight nearest neighbors is checked. If the edge 
magnitude of the majority of the neighboring pixels 
is low, it is a noisy point and the compatibility is 
determined as in (3).  Otherwise, it is a boundary point 
and for this situation, the compatibilities are computed 
as 

where VD is the subset of pixels in 
directions of the edges at pixel i and j are within f30’. 

such that the 

Fig. 7. Segmentation of ship image shown in Fig. 3 by using 
technique 1. 

Fig. 8. Segmentation results at various iterations using 
technique 1. 

Then, 

When (5)  and (6) are iterated by incorporating 
the assignment of the compatibilities as described 
above, a bimodal histogram results where one peak 
corresponds to the background and the other peak 
to the boundary and target pixels. These peaks are 
separated sufficiently to provide an automatic selection 
of the threshold. Fig. 7 shows the segmentation results 
on the image shown in Fig. 3. Note that in spite of 
the significant gray value distribution in the target, 
a good definition of the boundary is obtained. Fig. 8 
provides another example of segmentation with the 
results displayed at various iterations. In comparison 
with Figs. 6 0 )  and 6(c) from Fig. 8, note that as the 
number of iterations increase, boundary refinement 
takes place. 

C. Edge Relaxation-Technique 2 

In this technique, the model consists of two classes 
(edgeho edge) and an orientation parameter. The 
edge response at a pixel is reinforced by considering 
edge responses at neighboring pixels. Initially, the edge 
magnitude and direction are computed at every pixel 
in the image. The initial probability assignment at the 



Note that in (12), we have defined the compatibility 
in a very simple way. A more accurate method is to 
use the cosine of the difference of the edge directions 
as a compatibility measure. Fig. 9 shows the edge 
relaxation results. A Sobel operator is used for edge 
detection. The segmentation result obtained is not as 
good as was achieved using technique 1. 

D. Gray Value and Edge Relaxation in 
Para I lel-Tec h n ique 3 

In this method, a gray value relaxation is carried 
out as described in technique 1. Also, an edge value 
relaxation (technique 2) is carried out in the same 

in that we use the same technique once with gray 
values and the other time with edge values. At the 
end of each iteration, the coincidence of edge and 

Fig. 9. Segmentation results using edge relaxation, technique 2. two-class formulation. This provides an advantage 

Fig. 10. Threshold and thinned image corresponding to image in 1) edge magnitude of the central pixel > TH1, a 
threshold determined from the histogram of edge 
magnitude; 

magnitude at its 2 neighbors in a direction normal 

Fig. 5(a), technique 3. 

ith pixel for edge/no edge is done by, 2) edge magnitude of the central pixel > edge 

pi(X1) = (E(i) /Emax) (11) to the direction of this edge; 
3) edge direction of the two neighboring pixels (as 

above) are within f300 of the central pixel. where A1 is the edge class, E,,, is the maximum edge 
magnitude over the entire image and pi(X1) + p i (X2)  = 
1. A2 is the no-edge class. Initially, the orientation 
parameter 8i at the ith pixel is taken as the direction 
of the edge at that Pixel. Compatibility of a Pixel with 
its neighbors is determined by, 

When the coincidence factor is greater than 50%, 
the process stops and the gray value image provides 
the segmentation of target. Fig. 10 shows the results 
obtained after thresholding and thinning the edge 
relaxation results on the image shown in Fig. 5(a). 

c(i ,k, j , l)  = { if + (12) Other than automatically stopping the relaxation 
process, the boundary definition is not substantially 
better than the first two techniques. Also, it is more 
expensive computationally than any of the other 
techniques described here. 

if k = I  and ;EVE 

where VE is the subset of pixels in V; such that the 
directions of the edges at pixel i and j are within ~t30'. 
The compatibility vector is given by, 

(13) E. Interaction of Gray and Edge Values in a Joint 
Relaxation Process-Techniq ue 4 

Now the process is iterated as before in the 
two-class gray value case. The new orientation 
parameter at the end of an iteration is taken as the 
average of the orientation at the neighboring pixels 
which are within f30' i.e., 

In technique 3 as presented above, gray value and 
edge information do not directly interact. The joint 
relaxation process described below provides edge 
and gray value interactions in the initial assignment 
of probabilities and interprocess compatibilities. The 
initial assignment at a pixel for class XI (white, gray 
value = 255) and A2 (black, gray value = 0) is done by 

(14) 
1 

On+*(i> = - en(;). 
VE ]EVE . 
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Fig. 11. Segmentation results using joint relaxation, technique 4. 

Fig. 12 Segmentation of image shown in Fig. S(a), technique 4. 

using, 

+ B2 ( E( i ) -  EBAR) + 0.5 
E m a x  

(15) 

8 

where B1 and B2 are taken as 0.5 multiplied by 
the inverse of the standard deviation of gray value 
and edge magnitude, respectively, and EBAR is the 
average of the edge magnitude. IBAR is the same 
as defined in (4). The compatibility coefficients are 
obtained as described in the modification of the basic 
relaxation technique. They are based on gray scale 
and edge direction. Edge direction at every iteration 
is modified by (14). Note that in this method, edge 
magnitude is used only once in the initial assignment 
of probabilities and edge direction is used in the 
compatibility coefficients. Since the edge direction 
is updated at every iteration, it is effectively used 
in going from one iteration to the next. The result 
obtained using this technique for the image shown 
in Fig. 5(a) is given in Fig. 11. Observe that although 
the top of the target is little smoothed out, a better 
ovcrall boundary representation of the ship is obtained. 
Another example is shown in Fig. 12 where the initial 
probability assignment is also included. Figs. 13 and 
14 present several examples of segmentation of ship 
targets at various ranges using technique 4. In these 
figures the left-hand column shows the original images 
and the right-hand column shows the segmentation 
results. In Fig. 14, we have shown the boundaries of 
the segmented ship targets. Note that the technique is 
quite effective and produces a faithful representation 
of the boundary. This is specially true in those difficult 
situations when the targets are quite far away and 
contrast is very poor (see Fig. 13). 

Fig. 13. Segmentation results for images at far ranges, technique 4. 
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target even when the contrast of the target is as low 
as 10% with respect to its immediate background. 
The technique also has a noise-cleaning effect. This 
is an important attribute of the technique where the 
relaxation process allows the labeling at any pixel 
location to deDend uDon the results of the Drevious 

Fig. 
(4 (0 

14. Segmentation results for images at relatively close ranges, 
technique 4. 

iteration. Thus, the process becomes better informed 
as the analysis proceeds and allows smoothing within 
the image. This smoothing leads to the extraction of 
targets which have significant intensity gradient across 
them. Recently the technique has been successfully 
implemented in a 3 micron CMOS VLSI technology, 
using the path programmable design methodology 
(PPL), to work at TV frame rates [13]. We have 
also used the technique for the segmentation of 
low-contrast cell images, aerial images, ground targets, 
and the segmentation of natural scenes [3, 4, 61. 

Several other variations of our basic technique are 
possible. For example, initial probability assignment 
can be based on other statistical models of the image 
such as those discussed by Jordan and Flachs [14] 
and Shazeer [26] for gray scale images. Furthermore, 
the assignment of compatibilities can be done so 
that we can weight the interior and exterior of the 
target differently. Also a more general formulation 
of technique 1 can be obtained by considering white, 
black, edge, no edge, and orientation as separate 
classes. 

Fig. 15. Comparison of techniques 1, 2, 4. 
ACKNOWLEDGMENT 

IV. CONCLUSIONS 

We presented four techniques for the segmentation 
of targets in images. Fig. 15 shows the comparison of 
techniques 1, 2, and 4. Note that technique 4, where 
we make use of gray scale together with the edge 
information, produces a more precise segmentation 
of the target than a segmentation obtained by using 
gray scale or edge information alone. It is also very 
computationally efficient. Technique 3 is the worst 
in the amount of computational effort required. In 
practice, for a given class of images such as ship 
images, we stop after a few predetermined number of 
iterations (normally 2 to 5). The technique has been 
tested on a large data base of about 7500 images. 
Although a number of performance criteria, such 
as the number of pixels misclassified, correlation 
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