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Abstract

This paper presents the use of CAD/CAM models in the
visual recognition of objects for robotic applications. As
compared to previous work in machine vision, multiple
hierarchical representations of an object obtained from
geometric models are used for finding orientation and
position information. Thus, design models are used to
drive the vision analysis.

1. Introduction

In the past a number of techniques have been used to
represent and model three-dimensional objects for
computer vision applications. However, there has been an
absence of a systematic approach for building such models
for a large class of objects used in industrial environments.
CAD/CAM technology offers new ways to model three-
dimensional real world objects and to build systems for
carrying out vision analysis. Figure 1 shows our approach
to Computer Aided Geometric Design (CAGD) based vision
analysis.

In this paper we fisst present a CAGD modeling system
and then describe a number of methods which can be used
to generate data for bundmg a vision model. This is
followed by a description of our ongoing work which
allows multiple hierarchical” representations of an object.
From these, orientation and position of the objects can be
recovered from vision data.

2. CAGD Modeling

The “left head” portion of the automobile part shown in
thure 2 was modeled using a Computer Aided Geometric
Desugn {CAGD) system called Alpha_1 [7] ' It modals"the

geometry of solid objects by representing their boundaries

as discfeta B-splines: For a survey of CAGD see {1] It
allows the combination--of primitive objects into more
complex objects using set operations. It supports several
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Figure 1. CAGD-Based Vision Analysis System

modeling paradigms, including direct manipulation of the
B-spline surface, creation and combination of primitive
shapes, and high-level shape operators such as bend. twist,
and warp. The single underlying mathematical formulation
of Alpha 1 simplifies implementation. but it is sufficiently
powerful-to represent a very broad class of shapes. It is
able to create images of the designed objects. to perform
certain analysis functions on them, to support vision
analysis and to produce numerically-controlled machining
information for manufacturing (7. 3. 4, 8] Here the use of
Alpha_1 to perform various machine vision related
functions is “éxplored.

The first step in designing the “left head” portion of the
part was to Iav out the outline of the face of the part using
fairly cdnvantuonat two-dimensional design techniques.

"Paints and coustructlon lines were placed to define the

centers and' endpomts “of the circular arcs, and straight line
segments were mserted between the arcs. Figure 3 shows
the defining curves together with some construction lines.



Figure 2. Automobile Part
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The side surface was produced by extruding the face
outline. That is, the face outline curve was copied at the
correct distance and corresponding points on the two
curves were joined. The resuit is shown in Figure 4.

The surface of the face was produced in several steps. It
was divided into three sections corresponding to the large
cylinder, the small cylinder and the connecting neck. The
outline of each of these was broken into four segments
and a boolean sum surface computed. The division into
parts was done so that the resulting surfaces had identical
parametrization along their matching edges, and could
therefore be rejoined into a single surface. The circular
depression was produced by embedding its circular outline
in the face surface and extruding it to the proper depth. It
remained represented by a single B-spline. The face is
shown in Figure 5.

Finally, the bottom face was formed by reflecting the top
surface through the center plane of the object. The
separate surfaces were then assembied into a model of the
head. A hidden line view of the head is shown in Figure 6.

3. Generating Data for a Vision Model

Several methods may be used to generate data from
which a vision model can be built. One obvious method is
to simulate the action of a laser scanner. A common
technique for producing realistic pictures of a solid model
is called ray tracing. Light rays are traced from the eye to
the object and then to the light source to determine the
illumination of each point in the scene. For a more
realistic image, reflected and refracted rays can be followed
through several bounces. For the purposes of computing a
pseudo-laser-scanner image, however, such refinements
are unnecessary. Evenly spaced rays can be traced to the
model, and the intersection points between the rays and
the model passed to the vision processor. This is a very
primitive method and takes almost no advantage of the
properties of the model, but is a simple initial interface
between a modeler which already has a ray tracing
procedure and a vision processor which expects laser
scanner data.

Another similar, simple procedure produces a somewhat
more irregular set af points. The B-spline surfaces which
comprise the boundary of the object can be subdivided into
smaller pieces. Subdgivision of a surface produces two or
more smaller pveces;;: which, taken together, exactly make
up the original surface. For more details on subdividing B-
splines, see [5]. The bounding surfaces can be subdivided
until all the resulting pieces are smaller than some
resolution. Then, thé center points of all the small surface

pieces can be giveé to the vision processor in lieu of
scanner data. The ﬁva;or disadvantage of this method is
the uneven spacing af the resulting points. It is, however,
almost trivial to progeam.

“Again, the" previod"g method discards information which

‘ :\}v’as_ available in the "Qriginal model. During the subdivision
process, it is possible to keep track of which pieces of the

surface are adjacent to each other Then, when generating
points, an adjacency graph may also be generated, instead
of requiring the vision processor to go through an error
prone process to deduce a spatial adjacency graph. An
example of this sort of output is shown in Figure 7.
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Figure 7. Adjacency Graph of Model

Alternatively, one can sampie the model of the part to
obtain a representative saet of points from the surface of
the object (see Figure 8a). From these, each point can be

connected to its nearest neighbors by building the spat/a/
proximity graph (see Figure 8b). From this graph is it easy
to generate polygonal approximations to the data and then
to perform matching based on those models. For a
detailed discussion of the spatial proximity graph as a tool
in computer vision, see [6].

Figure 8.

(a) Sampled Points

(b) Spatiat Proximity Graph
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All the preceding methods generate large quantities of data
which the vision processor must process to find faces or
other features. With a little knowledge of the type of
features needed by the vision processor. it is possible to

. generate data for it in a much more intelligent fashion. For

example, when feeding a vision processor that uses flat,
polygonal faces, a simple check at each stage of
subdivision can detect surface pieces which are already
flat. These can be output at once as single polygons. The
vision processor may still have to combine several of these
polygons into a single face, but this is a much easier task
than that of finding faces from a collection of points.
Again, adjacency information retained from the subdivision
process can aid the merge step. Given a suitable
recognition function, any other type of face may be found
and output during subdivision: thus giving the maximum
amount of information to the vision processor.

In many cases, the bounding surfaces are designed to
have a certain characteristic. For example, the sides of the
“left head” of the automobile part here are either flat or
cylindrical. This information is retained in the model, and
could be passed straight to the vision processor.

4. Model Matching

From the CAGD models of a given object, computer
vision models are derived. These models are used by the
recognition algorithms to perform the analysis tasks. For
an overview of representation techniques in computer
vision, see [6]. For example, given that the part of the
object is described as a quadratic surface, a generalized
cylinder representation to drive the automatic analysis of
the object will be more useful. On the other hand, if the
part of the object is described by a collection of planar
faces in the CAGD model. then this set is used to derive
another set of planar faces as the vision model (for
example. see [2]). All this results in a semantic network
whose nodes can have muitiple hierarchical representations
and arcs describe geometric constraints and relationships.
Recognition algorithms are based on such representations
and make use of arc descriptions.

Once an appropriate computer vision model is selected
for the complete object, it will inform the analysis system
about which sensor-.or .SeAsOrs 10 usa: to complete the
analysis. Fos:gxample, generatized eylinder models may be
more easily analyzed using -spme’kind-of structured light
sensor (e.g., a plane of light displayed across the object).
Other objects may be more readily recognized based on
features (such as the number of corners, holes, etc.)
recovered from a digital image.
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