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1. INTRODUCTION

The handling of high feature dimensionality and the labeling of training data are the two major chal-
lenges in content-based image retrieval (CBIR). The supervised learning, for example, with its two rep-
resentative approaches, support vector machine (SVM) algorithm [Vapnik 2000] and boosting algorithm
[Meir and Rtsch 2002], can often overcome the “curse of dimensionality” in many pattern recognition
applications. However, it is unrealistic to obtain a large amount of labeled data in CBIR due to the high
cost of data collection and the subjectivity of human image perception. On the other hand, unsupervised
learning, for example, the Expectation Maximization (EM) algorithm which is commonly used in CBIR
does not have the labeling problem, but it needs a large amount of data especially when the feature
dimension is high, which is not always available. Thus, neither supervised learning nor unsupervised
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learning can solve both the high dimensionality and the labeling problems simultaneously. Therefore,
the learning for image databases usually can only be carried out with the hybrid of both labeled and
unlabeled data, called transductive learning [Virginia 1993].

The basic idea behind our transductive learning is that a feature transformation and a classifier can
be learned from the labeled data. The unlabeled data are transformed using the learned transformation
and then classified using the learned classifier. EM algorithm is used on both the labeled and unlabeled
training data to refine the classifier. Since all the data are now “labeled” (not necessarily perfect labels),
the feature transformation and the classifier are refined iteratively.

As the learning on the labeled data plays a key role in this process, we need to find an appropriate
feature transformation to deal with the high feature dimensionality of image databases. Fisher discrimi-
nant analysis or multiple discriminant analysis (MDA) is a well-known approach to obtain discriminant
features by using a linear transformation. Wu et al. [2000] integrate MDA with EM algorithm to develop
a Discriminant-EM (D-EM) method. It is based on the assumption of Gaussian distribution and it shows
good results for image retrieval. Dong et al. [2005] describe a coevolutionary genetic programming (CGP)
approach to reduce the feature dimensionality. They generate a low-dimensional synthesized feature
vector from the original high-dimensional feature vector such that the data has Gaussian distribution
in the low dimension. As compared to the above methods, CGP does not assume any class distribution
in the original visual feature space and yields explicit transformation for dimensionality reduction so
that the images can be searched in the low-dimensional feature space.

In our transductive learning scheme presented in this paper, we propose to develop a coevolutionary
feature synthesized EM algorithm, called CFS-EM. It overcomes several limitations of EM algorithm:
(a) “Curse of dimensionality,” which means that in high-dimensional feature space it needs a large
amount of data and the computational cost varies exponentially with the dimensionality. (b) As a hill-
climbing kind of method, the convergence of EM algorithm is guaranteed only at a local maximum.
The CFS-EM is a hybrid of coevolutionary genetic programming (CGP) and EM algorithm applied on
partially labeled data. The EM algorithm can help refine the associated classifier from CGP to a local
maximum and CGP has a high likelihood that it will jump out of a local maximum to provide near
optimal results and a better estimation of parameters. CFS-EM synthesizes low-dimensional features
based on CGP algorithm, which yields near optimal non-linear classifier. The usage of small amount
of labeled data in CFS-EM is more practical from both the considerations of the expensive labeling of
large amount of images and the subjectivity of human image perception. Further, the unlabeled data
are boosted with the help of the class distribution learning using the CGP feature synthesis approach.
Experiments on real image databases show that CFS-EM outperforms RBF-SVM, CGP, Discriminant-
EM (D-EM), and Transductive SVM (TSVM) in the sense of classification performance and it is more
efficient than RBF-SVM in the query phase.

The rest of this article is organized as follows. Section 2 provides the related work, and Section 3
gives the contribution of this article. Section 4 describes the image retrieval system and the CFS-EM
algorithm. Section 5 presents extensive comparisons between CFS-EM, RBF-SVM, CGP, D-EM and
TSVM. Finally, Section 6 concludes the article.

2. RELATED WORK

Starting with the first CBIR system @QBIC [Flickner et al. 1995], there has been an increasing de-
mand for management and efficient retrieval of pictorial data [Smeulders et al. 2000]. Since then a
number of systems have emerged. They include BlobWorld [Carson et al. 2002] working with seg-
mented “blobs” with texture and color features and 3D MARS [Nakazato and Huang 2001] providing
visualization of results. Other recent systems are: SIMPLIcity [Wang et al. 2001] (region-based se-
mantic sensitive queries), I-Browse [Tang et al. 2003] (image and text queries), Netview [Zhu and
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Zhang 2000] (multiexample queries) and mental retrieval system [Fang and Geman 2005] (without a
query).

The performance of all these systems depends on how the features are selected. As a matter of fact,
choosing proper, concise and meaningful features is not trivial. The problem is widely known as feature
selection. It is defined as selecting a subset of features or constructing new features that are useful to
build a good predictor for classification [Guyon and Elisseeff 2003]. In CBIR, a variety of interesting
feature selection approaches has been proposed to deal with high dimensional features. [Swets and
Weng 1999] propose a self-organizing hierarchical optimal subspace learning and inference framework
(SHOSLIF) for image retrieval. The main idea is to recursively implement linear discriminant analysis
on the data subsets obtained from the recursive subdivision of the data, so that the limitations of the
global linear transformation are overcome. Such a hierarchical linear analysis is a nonlinear approach
in nature. Peng et al. [1999] use relevance feedback to find the weights of features. Su et al. [2001]
exploit principal component analysis (PCA) for dimensionality reduction by using relevance feedback.
Wu et al. [2000] reduce the feature dimensionality for image databases using the approach of weighted
multidimensional scaling (WMDS), whose main characteristic is to preserve the local topology of the
high dimensional space. Lee and Seung [1999] use a nonnegative matrix factorization (NMF) approach
that yields a part-based representation instead of a holistic representation. It is found to be useful
for face recognition [Li et al. 2001] and document retrieval [Xu et al. 2003]. He et al. [2003, 2004]
propose the approach of locality preserving projections (LPP) for face analysis and image retrieval. The
advantage of LPP is that it preserves local information by detecting a nonlinear manifold structure. In
Yu and Tian [2006], manifolds are learned by semantic subspace projection and one semantic concept
may correspond to multiple subspaces. Genetic algorithms and genetic programming have also been
used for feature selection for object recognition [Bhanu and Lin 2003] and CBIR [Dong et al. 2005].

However, the reduction in dimensionality of labeled data and supervised learning are not sufficient
for content-based image retrieval. It needs to be combined with unsupervised learning (EM algorithm)
for effective image retrieval and to overcome the barriers of both the high dimensionality and the lack
of labeled data, another important problem in CBIR.

Manual labeling of each image is expensive and subjective. So researchers have come with the idea of
semi-supervised learning. One approach is to use the users’ feedback, called relevance feedback [Rui et
al. 1998; Peng et al. 1999; Yin et al. 2002; Dong and Bhanu 2003, 2005; Yin et al. 2005] to increase the
size of labeled data. But it needs human feedback, which is not always available. Another main approach
(discussed here) is called transductive learning [Virginia 1993]. It combines both labeled and unlabeled
data in training. In this scheme, labeled data provide the initialization and validation of the classifier,
and the unlabeled data capture the statistical characteristics of the dataset and boosts the classifier.
Various transductive learning methods have emerged during the past 10 years. Joachims [1999] uses
SVM scheme to maximize the margin for both the unlabeled data and the labeled data by assigning the
unlabeled data to proper classes. Chen et al. [2003] propose an improvement of Joachims’s work. This
method can handle the cases when the training sets are small or when there is a significant difference
in distributions of the labeled and unlabeled data. In the above two approaches, all the unlabeled data
are given equal confidence on their prediction. So in another version of transductive SVM [Saunders
et al. 1999], instead of using margin transduction, it defines “confidence” and “credibility” for each
unlabeled sample and gets the best prediction for the unlabeled data by maximizing the total credibility.
Besides SVM, other learning methods are also used in the transductive learning scheme. Bargeron
et al. [2005] propose a boosting-based transductive learning. The idea is to construct a diversity of
unsupervised models of unlabeled data using a clustering algorithm. These models are then exploited
to construct a number of hypotheses using the labeled data and the learner selects a hypothesis that
minimizes a transductive error bound. Joachims [2003] proposes a transductive version of K nearest
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neighbor classifier, in which the training problem has a meaningful relaxation that can be solved globally
optimally using a spectral method. Wu et al. [2000] use a feature selection + EM scheme to solve the
transductive learning problem. Transductive learning has been applied in text/Web page classification
[Joachims 1999; Nigam et al. 2000; Joachims 2003; Bargeron et al. 2005], color/texture segmentation
[Wu and Huang 2000; Xiang et al. 2005], image retrieval [Wu et al. 2000], text detection [Bargeron et
al. 2005] and digit recognition [Saunders et al. 1999]. As we can see, most applications of transductive
learning are on text classification, and not much work has been done on image retrieval. So in our
CFS-EM work, we attempt to contribute to this field.

Our method combines feature synthesis and clustering in a transductive learning scheme. It is a
new approach to reduce the feature dimensionality and to learn the classifier in the lower dimension,
which reduces the requirement of large amount of labeled training data for high dimensional feature
space and improves the query efficiency. The large amount of unlabeled data which characterize the
joint probability distribution across different features are used to boost the weak classifiers so that the
labeled data and the classified unlabeled data work together to explore discriminating features in a
self-supervised fashion to improve the classifier learning.

3. CONTRIBUTIONS OF THIS ARTICLE

As compared to the state of the art already outlined, the contributions of this article are: 1) a new
algorithm is presented that combines coevolutionary feature synthesis (CFS) with the Expectation-
Maximization (EM) algorithm on partly unlabeled data, such that both the high feature dimensionality
problem and the labeling problem are solved; 2) The CGP algorithm is used to reduce the feature dimen-
sionality, so an explicit transformation is obtained to expedite the query processing; 3) EM algorithm
is used to refine the learned classifier from CGP at each iteration. As a hill-climbing algorithm, EM
converges to one of the local maxima, which may not be the global maximum. Although not guaranteed,
CGP has a high likelihood to jump out of a local maximum within EM iterations and may potentially
allow it to achieve the global maximum; 4) The experimental results on various datasets are presented
and a comprehensive comparison of different approaches is presented to demonstrate the efficacy and
efficiency of the proposed approach.

To help the readers better understand the paper, we show the definition of all the key symbols in this
paper in Table I.

4. CFS-EM IMAGE RETRIEVAL SYSTEM

The CFS-EM image retrieval system diagram is shown in Figure 1. In the training phase, the inputs
are labeled (L) and unlabeled (U) data. By applying the CFS-EM algorithm, the best feature synthesis
transformation (composite operator vector) and a Bayesian classifier in low dimension (two blocks
in shade) are obtained. During the testing phase, a query image is transformed into a synthesized
feature vector in the low dimension by applying the learned transformation. Then this synthesized
feature vector is classified into a known class using the Bayesian classifier. Within this class, Euclidean
distance is calculated between the query and every class member. Those images with shortest distances
are regarded as most similar to the query and returned as the query result. The key components of
CFS-EM algorithm (coevolutionary feature synthesis and EM algorithm) and the algorithm itself will
be explained in the following subsections.

4.1 Coevolutionary Feature Synthesis Based on CGP

Coevolutionary feature synthesis is implemented with a coevolutionary genetic programming (CGP)
approach [Koza 1994; Bhanu et al. 2005; Lin and Bhanu 2005]. It creates low dimensional synthe-
sized feature vectors from the original high dimensional feature vectors, also called primitive features.
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Table I. Definition of the Symbols Used in This Paper

C | The number of classes Bi, vt The parameters for
RBF-SVM classifier
D | The original feature dimensionality ai,u;,%; | Parameters of Gaussian

mixture (component
weights, means and
covariance matrices)

The reduced feature dimensionality
The unlabeled training data 0 The whole parameter set
for Gaussian mixture
(¢j+u;+%; in EM
algorithm) or the
Bayesian classifier in
CFS-EM and CGP.

Sk

L | The labeled training data

A | The percentage of support vectors in L POP The whole population in
CGP & CFS-EM

T | The total number of training data |L + U | CcOo() Composite operator
vector

l L in low dimension P; Sub-population in CGP

v | U in low dimension G The number of
generations in CGP

r The percentage of |[L|in T',r = |L|/|L + U| M The size of subpopulation
in CGP

X | The dataset in EM algorithm S The number of
subpopulation (the

number of composite
operators, the number
of synthesized features)
in CGP

Y The labels for X in EM algorithm

and the labels for L + U in CFS-EM algorithm
L, U+ ). K The maximum composite
operator size
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Fig. 1. Coevolutionary feature synthesized—EM (CFS-EM) classification system for image retrieval.

The synthesized features are obtained by applying a series of operators to the original visual fea-
tures. Such operators are called composite operators, which will be explained in Section 4.1.1. These
composite operators map the original feature space to the low-dimensional synthesized feature space,
in which the images belonging to the same class form a Gaussian component no matter how these
images are distributed in the original visual space. Theoretically, this makes EM in low dimension
possible.
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Fig. 2. Sample composite operators: leaf nodes (labeled as 4, 5, 6 etc.) are original visual features and inner nodes (ADD, MAX2,
SUBC, etc.) are primitive operators. (a) A simple composite operator (b) A complex composite operator.

Table II. Twelve Primitive Operators

Primitive Primitive
Operator Description Operator Description
ADD (a, b) Add a and b. ADDC (a, c¢) | Add constant value c to a.
SUB (a, b) Subtract b from a. SUBC (a, ¢) | Subtract constant value c from a.
MUL (a, b) Multiply a and b. MULC(a, ¢) | Multiply a with constant value c.
DIV (a, b) Divide a by b. DIVC (a, ¢) Divide a by constant value c.
MAX2 (a, b) | Get the larger of a and b. MINZ2 (a, b) | Get the smaller of a and b.
SQRT (a) Return sqrt(a) if a > 0; otherwise, return —sqrt(-a). | LOG (a) Return log(a) if a > 0;

otherwise, return — log(-a).

The search space of all possible composite operators is so large that it is extremely difficult to find
good composite operators from this vast space unless a smart search strategy is used. We follow the
CGP algorithm proposed in Lin and Bhanu [2005], which was designed for object recognition. During
training, CGP runs on labeled training images and evolves to get the best set of composite operators
and a Bayesian classifier in the synthesized feature space. During testing, a composite feature vector
(low-dimensional vector) is first obtained by applying the composite operator vector on the primitive
features of the testing image, and then the Bayesian classifier is used for the classification.

4.1.1 Composite Operators (Binary Tree). The composite operators are represented by binary trees
with primitive features as the leaf nodes and primitive operators (simple math operations: ADD, SUB,
etc.) as the internal nodes. Primitive operators will be explained in the next subsection. Each tree
corresponds to one composite operator, which operates on the primitive features and gives a composite
feature at the root node. A set of composite operators is called a composite operator vector. Figure 2
gives two sample composite operators, which are real examples from our experiments. Note that not all
the original features are necessarily used. The number of composite operators equals to the number of
subpopulations.

4.1.2 Primitive Operator Set. A primitive operator is an inner node of the composite operator that
takes one or two real numbers, performs a simple operation on them and outputs the result. Table II
shows the 12 primitive operators that we use, where a and b are real numbers as input to an operator
and c is a constant real number stored in an operator.

4.1.3 Fitness Measure. During training, the fitness of a composite operator vector is computed in
the following way. First, we apply each composite operator of the composite operator vector on the
original feature vectors of training images to obtain composite feature vectors. Then, we use these
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Fig. 3. CGP Training module: learning of the composite operator vector and the Bayesian classifier.

vectors to design a Bayesian classifier. The classification accuracy on the training data is the fitness of
the composite operator vector. Figure 3 shows the training procedure.

4.1.4 Generational Coevolutionary Genetic Programming (CGP). Generational coevolutionary ge-
netic programming is shown as in Algorithm 1.

Algorithm 1. Generational coevolutionary genetic programming (CGP)

Input: primitive feature vectors with ground truth labels, number of composite operators (the number of
subpopulations)
Output: composite operator vector, Bayesian classifier in low dimension.
Begin:
1. Randomly generate S sub-populations of size M and evaluate each composite operator in each sub-population
individually.
2. FOR gen = 1to G DO
FOR: =1to S DO
1) Keep the best composite operator in sub-population P; .
2) Perform crossover on the composite operators in P; until the crossover rate is satisfied and keep all the
offspring from crossover.
3) Perform mutation on the composite operators in P; and the offspring from crossover with the probability of
mutation rate.
4) Perform selection on P; to select some composite operators and combine them with the composite operators
from crossover and mutation to get a new sub-population Pi/ of the same size as P;.
5) Evaluate each composite operator CO; ,j=1,..., M in P,.
6) Perform elitism replacement.
7) Form the current best composite operator vector consisting of the best composite operators from corresponding
sub-populations and evaluate it. If its fitness is above the fitness threshold, goto 3.
END FOR
END FOR
3. Select the best composite operator from each sub-population to form the learned composite operator vector and

output it with the corresponding Bayesian classifier.
End

This algorithm evolves composite operators. The composite operators (binary trees) in the initial
subpopulations are randomly generated. A composite operator is generated in two steps. In the first step,
the number of internal nodes of the tree representing the composite operator is randomly determined
as long as this number is smaller than half of the maximum operator size (K ). The tree is generated
from top to bottom by a tree generation algorithm. The root node is generated first and the primitive
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operator stored in the root node is randomly selected. The selected primitive operator determines the
number of children the root node has. Suppose the tree has p internal nodes. If it has only one child,
the algorithm is recursively invoked to generate a tree of p—1 internal nodes; if it has two children, the
algorithm is recursively invoked to generate two trees of (p—1)/2 and (p—1)/2 internal nodes, respectively.
In the second step, after all the internal nodes are generated, the original features are randomly picked
as the leaf nodes. The GP operations are applied in the order of crossover, mutation, and selection. In
addition, an elitism replacement method is adopted to keep the best composite operator from generation
to generation.

To evaluate the jth composite operator CO; in step 5) in Algorithm 1, the current best composite
operator in each of the other subpopulations is selected and combined with CO; to form a composite
operator vector where composite operator from the jth subpopulation occupies the jth position in
the vector (j = 1, ..., S). Note that the reduced feature dimensionality is the same as the number of
subpopulations (S). The composite operator vector is run on the original features of the training images
to get composite feature vectors, and they are used to build a Bayesian classifier. The classification
accuracy of the Bayesian classifier is the fitness of the composite operator vector and CO;.

4.1.5 Parameters and Termination. The key parameters are the number of subpopulations (the
number of synthesized features, the number of composite operators) S, the size of subpopulation M, the
number of generations GG, the crossover and mutation rates, tournament size, and the fitness threshold.
CGP stops whenever it finishes the specified number of generations or the performance of the Bayesian
classifier is above the fitness threshold. After termination, CGP selects the best composite operator of
each subpopulation to form the learned composite operator vector and the Bayesian classifier to be used
during the testing.

The number of subpopulation, and the size of subpopulation are dataset-dependent parameters and
they are related with the size of the search space. Normally they are a very small percentage of the size of
the search space [Bhanu and Lee 1994; Bhanu et al. 2005]. On one hand, the higher the number and size
of subpopulations are, the higher the computational cost (during both the training and testing phases)
is. On the other hand, a smaller number and size of subpopulations will require more generations to
explore the search space. The previous research has shown that at the two extremes of subpopulation
number (a very large number or only one), the performance is likely to be slightly lower [Lin and Bhanu
2005]. So, we have determined these two parameters and the number of generations based on empirical
experiments from our previous work [Dong et al. 2005; Li et al. 2005]. Other parameters (crossover rate,
mutation rate and tournament size) are well explored in the literature on evolutionary computation,
so they are chosen based on the experience [Koza 1994; Bhanu et al. 2005].

4.1.6 Selection, Crossover, and Mutation. The CGP searches through the space of composite opera-
tor vectors to generate new composite operator vectors. The search is performed by selection, crossover
and mutation operations. The initial subpopulations are randomly generated. Although subpopula-
tions are cooperatively evolved (the fitness of a composite operator in a subpopulation is affected by
the composite operators from other subpopulations), selection, crossover and mutation are performed
separately within each subpopulation.

—Selection. This operation involves selecting composite operators from the current sub-population. We
use tournament selection! [Koza 1994], and the tournament size is set as 5. The higher the fitness
value is, the more likely the composite operator is selected.

1A group of individuals is randomly selected and the fittest one of this group is picked for crossover and mutation. This scheme
is simulating the biological mating pattern in which several members of the same sex compete to mate with another one with a
different sex. The size of the group is tournament size (usually 2-7).

ACM Transactions on Multimedia Computing, Communications and Applications, Vol. 4, No. 2, Article 10, Publication date: May 2008.



Feature Synthesized EM Algorithm for Image Retrieval . 10:9

—Crossover. Two composite operators, called parents, are selected on the basis of their fitness val-
ues. The higher the fitness value is, the more likely that a composite operator is selected as one
of the parents for crossover. One internal node in each of these two parents is randomly selected,
and the two subtrees rooted at these two nodes are exchanged between the parents to generate
two new composite operators, called offspring. It is easy to see that the size of one offspring (i.e.,
the number of nodes in the binary tree representing the offspring) may be greater than both par-
ents if crossover is implemented in such a simple way. To prevent this code bloat, we specify the
maximum size of a composite operator (called max-operator-size). If the size of one offspring ex-
ceeds the max-operator-size, the crossover is performed again. If the size of an offspring still ex-
ceeds the max-operator-size after the crossover is performed 10 times, GP selects two subtrees of the
same size (i.e., the same number of nodes) from two parents and swaps the subtrees between the
parents. These two subtrees can always be found, since a leaf node can be viewed as a subtree of
size 1.

—DMautation. To avoid premature convergence, mutation is introduced to randomly change the structure
of some composite operators to maintain the diversity of subpopulations. Candidates for mutation are
randomly selected and the mutated composite operators replace the old ones in the subpopulations.
There are three mutations invoked with equal probability: 1) Randomly select a node of the composite
operator and replace the subtree rooted at this node by a randomly generated binary tree. 2) Randomly
select a node of the composite operator and replace its primitive operator with another primitive
operator randomly selected from the primitive operators of the same number of input as the replaced
one. 3) Randomly select two subtrees of the composite operator and swap them. Of course, neither of
the two subtrees can be a subtree of the other.

4.2 Expectation-Maximization (EM)

We assume feature vectors in the low dimension follow a C component Gaussian Mixture Model (GMM)
[McLachlan and Peel 2000]. They can be regarded as samples of a d-dimensional random variable X,
where x = [x1,...x4]7 represents a particular sample. Its probability density function is defined as
pX|0) = =% o; fi(x16;) = £ ,0; fi(x|u;, T;). In this definition, 1, ... ac are the mixture probabilities,
so they are positive and sum up to 1. ; is the set of parameters for the ith Gaussian component, which
includes mean y; and covariance matrix ¥;. Thus, 6 = {a1,...ac,61,... O¢} is the complete set of
parameters needed to specify the mixture. Given a set of N independent samples of X: X = {xV, ...,
x™1 the goal is to find # which maximizes log p(X|0) (maximum likelihood, ML) or log p(X|)+ log
p(0) (maximum a posteriori, MAP). Expectation Maximization (EM) is such an algorithm [Dempster
et al. 1977] to find 0. It is based on the interpretation of X’ as incomplete data. The missing part is a set
of N labels Y = [y'V, ... ,y®™)] associated with the N samples, indicating which component produces
each sample. y™ = [y\, ..., y&] , where y;" = 1 and yﬁ-’” = 0 for j # k, means that sample y™ is
produced by the £th component. The complete log-likelihood is shown in Equation (1). The EM algorithm
is described in Algorithm 2. It produces a sequence of estimates {0 (¢),t =0, 1,2, ... } by alternatively
applying the following E-step and M-step until some convergence criterion is met.

N C
logp (X, Y10) =Y > 3™ log[eip (x™16;)]. @
n=1i=1

—E-step. Compute the conditional expectation of the complete log-likelihood, given X and the current
estimate 6 (¢). The result is the so-called @-function:

Q0,0(t)) = Ellog p(X, Y|0)|X,0(t)] =logp (X, Z10). (2)
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In this equation, because of the linearity of log p(X, )|0) with respect to ), we only need to compute
the conditional expectation Z = E[V|X, 6(¢)]. It is explicitly given by Equation (3), where zis a
posteriori probability that y™ =1, after observing x™.

i

i

—M-step. Update the parameter estimates according to A(¢ + 1) = argmax Q (6, 6(¢)) in the case of
ML estimation, or 8(t + 1) = argmax{Q (0, 6(t)) + log p(9)} in the casg of MAP estimation. In our
approach, ML estimation is used. ¢

& (&) p(x™0;(2))
8 & p&E™; @)

To apply the EM algorithm in image retrieval, Cin equation (1) denotes the number of classes, which
is given as a priori. C can be determined by following the algorithm in Figueriedo and Jain [2002].

3

2" = E[yi(n)lX, @) = Pr[yi(") =1x",0@)] =

Algorithm 2. EM algorithm for finite mixture model learning

Input: samples X ={xV, ..., x™), e(evaluate the difference of @ functions)
Output: Mixture model in Opes
Begin:
Initialize @ = --- = @&¢ = 1/C. Randomly pick C samples as the means {1, ..., Gic}. Get the covariance
matrix of X’ as the covariance matrix of each class { DT f)c}.
u <« px™f),fori=1,...,C,andn = 1,..., N.
repeat
t<—t+1.
FOR: =1to C DO
2" < au"(Y5_ a;ul)t, forn =1, ..., N. (equation (3))

&i = Z,Ilvzl Z;n)/N.
0; < argmaxlog p(X, Z |0). (equation (2))
6;

u” «— p(x™f),forn=1,...,N.
END FOR
0(t) < {0y, ... ,0c,64,...,a4c), Q) = QO, H()).
until |Q(t) — Qt—1)| < ¢
ébest é(t)
End

4.3 Coevolutionary Feature Synthesized-EM (CFS-EM) Algorithm

In this work, we combine CGP with EM, to overcome the high dimensional visual feature classification
task by integrating supervised and unsupervised learning paradigms and identifying most discrimi-
nating features in a self-supervised fashion. The CFS-EM algorithm is described in Algorithm 3. In the
initialization, CGP is applied on labeled training data (L) to get a composite operator vector CO(-) and a
Bayesian classifier represented by the Gaussian distribution parameters 6. The population correspond-
ing to the best composite operator vector is saved (POP). Both labeled training data (L) and unlabeled
training data (U) are transformed into low dimension (/ and u) using this composite operator vector
CO(-). In CFS-EM iteration, first EM hill climbing is applied on this low dimension dataset (I + u) to
find a locally optimal Bayesian classifier. The stopping criterion for EM is that the parameters (0) keep
unchanged for two consecutive iterations. At this time, both L and U are “labeled” by the Bayesian clas-
sifier. Labeled training data Lcan be assigned with wrong labels in this step, but they will be changed
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to their ground-truth label (step 2). In the Jump out of local maximum step, CGP is applied on the
“labeled” whole dataset to find a better composite operator vector (step 6) and update the Bayesian
classifier. The saved population is used as the initial population for CGP and it is updated by the new
population to keep the performance increasing. This is an improvement from our previous work [Li
et al. 2005], where the population of the next iteration is generated randomly. The Hill climbing and
Jump out of local maximum steps iterate until one of the three criteria is reached: 1) a certain number
of iterations is run, 2) a satisfactory classification performance is reached, or 3) the fitness value does
not change for 5 iterations.

Algorithm 3. Coevolutionary Feature Synthesized — EM (CFS-EM)

Input: labeled training dataset L from C classes in original feature space
Unlabeled training dataset U in original feature space
Synthesized feature dimension d
CGP parameters (sub-population size, crossover rate, mutation rate, maximum composite operator size,
fitness value, tournament size and generation numaber)
Output: Composite operator vector CO(-)
Bayesian classifier in low dimension 0
Begin:
Initialization:
[COC(.), 8] = CGP(L); initialize randomly and save the population corresponding to the best CO(-) as POP.
1 =COL), u=COW).
CFS-EM iteration:
Hill climbing:
1) Get labels () for I + u (by calculating Z based on equation (3)).
2) Change the labels () of [ to the ground-truth labels.
3) Update 6 based on ).
4) If 6 does not change much, goto 5), otherwise, goto 1).
Jump out of local maximum:
5 W=L,U+)Y.//W is the “labeled” whole training dataset (L, U together with their labels )))
6) [CO(.),0] = CGP(W) (using POP as the initial population and update POP at the end).
7)1 = CO(L), u = COU), goto 1).
End

The advantages of CFS-EM are: 1) The unlabeled data can be boosted with the help of the class dis-
tribution learning using CGP feature synthesis approach; 2) It synthesizes low-dimensional features
based on coevolutionary genetic programming (CGP) algorithm, which yields near “optimal” nonlin-
ear transform; 3) The explicitness of feature transformation is especially suitable for image retrieval
because the images can be searched in the synthesized low-dimensional space, while kernel-based
methods have to make classification computation in the original high-dimensional; 4) The possibility
exists of helping EM to jump out of local maximum and reach the global maximum.

5. EXPERIMENTAL RESULTS

To evaluate the efficacy of CFS-EM approach, we evaluate its classification performance and query
efficiency on five real databases. We also compare it with RBF-SVM, CGP, D-EM [Wu et al. 2000], and
TSVM [Joachims 1999] approaches.
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Coasts Auto Racing Firework Divers/Diving Lions Pyramids

Fig. 4. Sample image of the 12 classes in Corel-1200 obtained from the Corel stock photo library.

5.1 Datasets

—Corel-1200. We select 1200 images belonging to 12 classesfrom Corel Stock photo library [Dong and
Bhanu 2003] (www.corel.com), and the images in each class have similar visual features. We assume
that the images in each class form a Gaussian cluster in the feature space. Figure 4 shows the sample
image from each class.

—Corel-1500. We add 300 images (from three other CDs in the library) into Corel-1200 to obtain Corel-
1500. The three new CDs are hawks and falcons, tigers, and tulips. They are merged to owl, lions,
and North American wildflowers in Corel-1200, respectively. Thus, Corel-1500 still has 12 classes
[Dong and Bhanu 2003]. The purpose of Corel-1500 is to demonstrate that CGP can map the original
features to a low-dimensional space and make their distribution a Gaussian no matter how they are
distributed originally. Since each class is no longer a Gaussian cluster, this database is challenging
for linear transformation D-EM.

—Corel-6600. This dataset is also extracted from Corel stock. It contains 50 classes and there are ~100
images in each class. The total number of images in this dataset is 6600.

—Corel-10038. This dataset is obtained from Corel stock. It contains 56 classes and a total of 10,038 im-
ages. The same dataset was used by Yin et al. [2005] for relevance feedback experiments. The dataset
is quite uneven for different classes. The maximum class has 695 images and the minimum class has
only 20 images. The small classes do not have enough samples to fit the Gaussian distributions. So
we redistribute samples from the three smallest classes (obelisk, golf course, and national flag) into
the visually closest classes. In our experiments, this dataset has 53 classes and the minimum class
has 60 images. All the other classes have varying number of images: 62, 65, ...,395, ..., 695.

—Flickr-21200. This dataset is downloaded from a popular online photo management and sharing
website flickr.com. In this database, each picture is tagged with some key words by the users to
describe its content. An API is provided to search and download images from the website. In our
experiments, 53 classes similar to Corel-10038 are searched by tag and 400 images for each class
are downloaded. So, there are a total of 21,200 images in this dataset. As compared to the Corel
database, all the images downloaded with the same tag are not semantically coherent. So the per-
formance on this dataset can reflect the performance of the classifier on the real world data
better.
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For the first three datasets, each image is represented by 16 texture features, 6 color features, and
18 structural features, a total of 40 features. For the other two datasets, only texture features and color
features are used (totally 22). The 16 texture features are means and standard deviations derived from
8 Gabor filters (2 scales and 4 orientations). The 6 color features are means and standard deviations of
the HSV color channels. We use a water-filling approach [Zhou et al. 1999] to extract the 18 structural
features.

5.2 Experimental Settings

All the features in the above five datasets are normalized (to range [0,1]). The whole dataset is split
into halves, one half for training and the other half for testing. A percentage of the training data (20%,
40%, 60%, and 80%) is defined as labeled training data (L) and the rest (80%, 60%, 40%, and 20%)
as unlabeled training data (U). For a certain percentage of labeled data, the average classification
accuracy and precision-recall curves on the testing data are compared among CFS-EM, RBF-SVM,
CGP, D-EM, and TSVM. As supervised learning schemes, CGP and RBF-SVM use L alone for training.
As transductive learning algorithms, CFS-EM, D-EM, and TSVM use both L and U. CFS-EM, D-EM,
and CGP reduce the feature dimensionality from 40 to 6 for Corel-1200, Corel-1500, and Corel-6600,
and from 22 to 4 for Corel-10038 and Flickr-21200. Because of the unbalanced class sizes in Corel-10038
even after redistributing the samples from the smallest classes, some small classes (minimum class
size is 6 for the training data when 20% of training data are labeled) have not enough samples to fit a
6-dimensional Gaussian distribution. So for this dataset, we decrease the features dimensionality to 4.
We do the same thing to Flickr-21200 to make it comparable with Corel-10038.

We use LIBSVM [Chang and Lin 2001] to evaluate the performance of RBF-SVM. To handle multiclass
problem, it works in a one-against-one + voting mode. We also do a five-fold cross validation to obtain
the best set of parameters. In our previous work [Li et al. 2005], we have seen that SVM’s performance
largely depends on the kernel function. So in this paper, we only use the commonly seen best kernel
radial basis function (RBF). We use SVM’“&" [Joachims 1999] to evaluate the performance of TSVM.
To handle multiclass problem, it also works in a one-against-the-rest + voting mode. And we use the
same parameter set (cost and gamma) of RBF-SVM for TSVM.

For CFS-EM, we run the program for 10 times. The maximum vote of the classifications of each
test image from the 10 runs is used as the final classification of that image. The CFS-EM parameters
are: (a) number of subpopulations: 6 for Corel-1200, Corel-1500 and Corel 6600, 4 for Corel-10038
and Flickr-21200; (b) subpopulation size: 100; (c) number of generation: 100; (d) crossover rate: 0.6;
(e) mutation rate: 0.1 — 0.01 (exploration and exploitation scheme is used to decrease the mutation
rate from 0.1 to 0.01 with step size 0.01 in 10 iterations. It is fixed for the 100 generations in one
iteration); (f) tournament size: 5; (g) fitness threshold: 1.0. CGP uses the same parameter set as CFS-
EM except the mutation rate which is fixed at 0.05.

5.3 Classification Performance Comparisons

Figure 5 shows the classification accuracy comparison of the five classifiers on the five datasets. On
all the datasets, the accuracy for all the five classifiers increases as the percentage of labeled data
increases. As a semi-supervised learning method, CFS-EM has higher accuracy than the supervised
learning methods RBF-SVM and CGP. As a transductive learning algorithm, it outperforms linear
transductive learning method D-EM and non-linear transductive learning method TSVM. TSVM has
the lowest accuracy because it is designed for binary classification tasks. The one-against-the-rest
mode makes the two classes unbalanced and TSVM cannot find the good margin for them. In addition,
compared with our previous work [Li et al. 2005], the accuracy of CFS-EM improves about 10%~20%.
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Fig. 5. Classification accuracy comparison on the five datasets.

This is because we save the population in the CGP step at an iteration and this population serves as
the initial population for the next iteration while the CGP step in the previous approach [Li et al. 2005]
starts randomly at each iteration.

Figure 6 shows the precision-recall (PR) curves of CFS-EM, RBF-SVM, D-EM, and CGP on the five
datasets at different percentage of the labeled data. Compared with the accuracy curves, a PR curve
gives us more detailed information about the tradeoffs. In Figure 6, we can see the same trend as in
the accuracy curves: the performance of CFS-EM is higher than RBF-SVM, especially as the number
of class increases. CGP and D-EM have lower performance. When comparing CGP and D-EM, it can be
seen that for Corel-1200, Corel-1500, and Corel-6600, when the percentage of labeled data is low (20%),
the performance of D-EM is better than or equal to CGP. This is because D-EM uses another 80% of
unlabeled data that CGP cannot use. As the percentage of labeled data increases, the gap decreases
and CGP even surpasses D-EM. With the increase in the percentage of labeled data, the advantage
of transductive learning is reduced. It justifies the advantages of non-linear transform over linear
transform again. For large datasets Corel-10038 and Flickr-21200, both D-EM and CGP do not perform
well. But we can see that CGP always has higher recall values than D-EM at high precisions, which
means it is a better classifier. This explains the higher accuracy for CGP than D-EM in Figure 5 for
these two datasets. We do not show the precision-recall plot for TSVM in Figure 6 because it shows the
lowest performance in Figure 5.

From both Figure 5 and Figure 6, we can see that as the dataset gets larger, the overall classification
performance of all the classifiers degrades, and it is especially low for Corel-10038. But it is in the same
range as the results as shown in a previous work on the same dataset [Yin et al. 2005]. One reason for
the low accuracy is that simple features (color, texture) are not good enough to represent an image to
discriminate itself from other images in such a large dataset. Another reason is that some ground truth is
not correct. For example, Figure 7 shows some sample images from class 7 of Corel-10038. They are quite
different both visually and semantically to belong to the same class. However, the performance can be
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Fig. 6. Precision-Recall curves of all the classifiers on the five datasets at different percentage of labeled data (Solid line — :
CFS-EM, dashed line - --: RBF-SVM, dotted line ... : CGP, dash dotted line -.- : D-EM).
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Fig. 7. Sample images from class 7 of Corel-10038 dataset.
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(a) Corel-1200
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(b) Corel-1500

Fig. 8. Projection of synthesized feature vectors of Corel-1200 and Corel-1500 on 2D (the two axes are the two projection
dimensions which give the best separation for the two classes).

improved by using other techniques like relevance feedback. From the existing work on the Corel-10038
dataset, the overall accuracy could improve from 25.41% to 61.96% by introducing users’ feedback [Yin
et al. 2005]. With the similar classes as in Corel-10038, Flickr-21200 has a better performance than
Corel-10038. Even though Flickr-21200 is also noisy, its classes are balanced. Unbalanced classes make
the evolution to favor large classes to obtain a higher fitness value.

Figure 8 shows the 2D projections of the low dimension features (6D) of Corel-1200 and Corel-1500.
Since there is not a good way to present the 6D feature vectors on the 2D paper, they are projected to
2D. Every subfigure shows the projection of the samples from two classes (circles and crosses) in two
dimensions where they have the best separation. The ellipses are the Gaussian ellipses with two times
the standard deviation of each class. Because of the lack of space, we only show some representative
combinations. It can be seen that some classes are well separated and some are heavily overlapped (e.g.,
the leftmost subplot of Figure 8(b)). In general, the overlap is less for Corel-1200 than for Corel-1500.
But each class in Corel-1500 is approximately a Gaussian distribution no matter how the original dis-
tribution is, which justifies the advantage of nonlinear transformation CGP over linear transformation
MDA.

Figure 9 and Figure 10 show the image retrieval results of the five classifiers (trained when r = 20%
and 60%) on Corel-1200 dataset to visualize the comparative results. The first image from each query
resultis the queryimage. Query results (precisions behind the classifier name in each subfigure) support
the previous comparison: the number of correct results of CFS-EM > RBF-SVM > D-EM > CGP > TSVM,
and they all increase as the percentage of labeled data increases.
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(e) TSVM7/20)

Fig. 9. Top 20 query result images on Corel-1200 using different classifiers (trained when r = 20%, “N” on a picture means a
wrong result), ranked from top to bottom, left to right.
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(e) TSVM (13/20)

Fig. 10. Top 20 query result images on Corel-1200 using different classifiers (trained when r = 60%, “N” on a picture means a
wrong result), ranked from top to bottom, left to right.
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5.4 Computational Cost Comparison in the Query Phase

The query efficiency is a significant concern in CBIR. In this section, we show that CFS-EM outperforms
RBF-SVM not only on the classification performance, but also on the query time, both theoretically and
experimentally. The parameters that affect query time for CFS-EM and RBF-SVM are: class number
C, original feature dimensionality D,reduced feature dimensionality d, the amount of training data T,
the percentage of labeled training data r and maximum composite operator size K (see Table I for the
definition).

For CFS-EM, the maximum computational cost of one query is given by Equation (4), in clock cycles
(shortened as cc). The first term is for composite feature transformation. Given K as the maximum
number of nodes in a tree, the maximum number of primitive operators used is K when all the primitive
operators have only one operand and all the K nodes are used. From all the primitive operators in
Table II, assume the most complex computation sqrt (square root) is used at each node, which costs
22.3 cc,? then d composite operators need a maximum of 22.3Kd cc. The second term is the calculation
of the Gaussian probability to C classes: C(d? + 26.5) cc. To find the nearest class we need to find the
largest probability among C classes, which needs C cc. This gives the third term.

22.3Kd +Cd?+265) + C . (4)
— —_—— S~~~
transformation Bayesian find the
classification closest class

For RBF-SVM, the classification of x between two classes is defined by Equation (5), where, x;,i =
1,...,nSV are the support vectors. nSV = 2irT/C. The norm calculation costs D cc and the exponential
costs 26.5 cc. So the total calculation for f(x) is 2A4rT/C(D + 26.5) cc. As mentioned in section 5.2,
multiclass RBF-SVM is carried by one-against-one + voting mode, so the total computational cost is
giving by Equation (6).

nSV
flx) = Sgn:ZIBi exp(—y [ —x||2>+t} (5)
i=1
C(C-1)/2-20rT/C-(D+265) + C (6)
——
one—against—one classification for all combinations find the
max vote

The percentage of support vectors A is decided by the class number C, feature dimensionality D
and percentage of labeled training data r. Table III shows the real experimental data of A for the five
datasets. From our real data, we use Least Mean Square Error (LMSE) estimation to get a linear
combination of C, D and r as the estimation of 1. The fitting result is shown in Equation (7). The small
MSE validates the linear assumption.

Figure 11 shows the computational cost comparison between CFS-EM and RBF-SVM with reference
to the percentage of labeled training data for Corel-1200. The dotted line is the maximum cost of CFS-EM
and the solid line is the cost of RBF-SVM. It can be seen that for RBF-SVM, the cost increases with
the percentage of labeled training data while the cost of CFS-EM does not. The figure shows that even
when only 2% of the labeled training data are used, RBF-SVM needs more computation than CFS-EM
in the query phase. When examining Equation (7), we can see that when r increases (e.g., from 20% to
40%), the percentage of support vectors A decreases. However, because the absolute of the coefficient

2The computational cost (clock cycle) of the operations used in our calculation (SparcStationII) [Bachmann, O., Effective simpli-
fication of CR expressions, http://www.mathematik.uni-kl.de/~zca/Reports_on_ca/11/paper_html/paper.html]:

[add/sub [ 1 [[ mult [ 1.1 [[ div | 3.1 [[ sqrt | 22.3 [[ log | 20.3 [[ exp | 26.5 [| comp [ 1 |
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Table ITI. Percentage of Support Vectors A from the
Experiments (RBF-SVM)

r=20% | r=40% | r=60% | r=80%
Corel-1200 0.916 0.82 0.87 0.75
Corel-1500 0.906 0.743 0.744 0.743
Corel-6600 0.99 0.965 0.959 0.958
Corel-10038 0.95 0.949 0.924 0.917
Flickr-21200 0.98 0.975 0.956 0.940

A = —0.11665 % r + 0.00868657 « C + 0.013075 * D + 0.20231, and MSE =
0.0066225 (7).

12000
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percentage of labeled training data

Fig. 11. Computational cost: CFS-EM vs. RBF-SVM. (For Corel-1200,C = 12, D =40,d =6, T = 600, r = 1%~8%, K = 20).
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Fig. 12. Computational cost: CFS-EM vs. RBF-SVM. (For Corel-1200, C =12, D = 1~10,d =6, T = 600, r = 20%, K = 20).

of r is smaller than 1 (it is —0.11665 in Equation (7)), its decrease will not be as fast as the increases
in r, so the total number of support vectors still increases. This is why the testing time of RBF-SVM
increases when r increases.

From Figure 12 we can see that when the percentage of labeled data is fixed, computational cost of
RBF-SVM increases as the number of dimensions of the original feature vector increases while it is
fixed for CFS-EM. Even when the dimension of original feature vector is only 1, CFS-EM is faster than
RBF-SVM. The reason that CFS-EM is computationally more efficient than RBF-SVM in the query
phase is that CFS-EM query works in a low dimensional synthesized feature space while RBF-SVM
works in the original high dimensional feature space using lots of the training samples (from Table-III,
A is close to 1, which means almost 100% of the training data are support vectors). In the experiments
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Fig. 13. Classification accuracy for 10 iterations describing EM/CGP cooperation process (Corel-1200).

on Corel-1200, the total query time for 601 images is ~6 seconds for RBF-SVM while it is less than
1 second for CFS-EM.

In summary, CFS-EM is much more efficient than RBF-SVM in query phase, which makes it suitable
for image retrieval.

5.5 Hill Climbing/CGP Process

As stated in Section 4.3, in CFS-EM, CGP helps EM to jump out of the local maximum. Figure 13 shows
a real example on Corel-1200 dataset (L: 20%, U: 80%). In this figure, the x-axis is the iteration number,
and the y-axis is the classification accuracy on the training data (L + U). The light bars represent the
CGP performance (the best fitness scores) and the dark bars represent the EM performance (classi-
fication accuracies). The plot shows the performance improvement—the accuracy increases gradually
from 56% to 64% in 10 iterations. In iteration 1, CGP gives an initial performance based on the labeled
training data L (first light bar); then when bringing in unlabeled training data U, EM hill climbs and
reaches a local peak (first dark bar), which is ~1.5% higher than CGP. In the second iteration, CGP
helps it to jump out of the local maximum and EM hill climbs to anther local peak. This procedure re-
peats for 10 iterations. The overall performance is increasing, however the increase for every iteration
is not guaranteed even if the previous population is kept as the initialization of the current CGP step,
for example, the light bars of iteration 3, 5, and 9 have lower accuracy than their previous light bar. This
is because the EM step modifies the classifier and changes the labeling for U, which gives a different
classifier performance even if the same composite operator vectors are used. Even so, the performance
increases in the long-term, which is about 8% after 10 iterations. In this iterative process, CGP serves
as both a feature synthesizer and a perturbation factor. It makes CFS-EM jump out of a local maximum
to pursue the “possible” global maximum and, thus, makes EM in high dimension possible.

6. CONCLUSIONS

Handling high-dimensional feature vectors in CBIR has been a challenging problem. Unlike other
methods to solve this problem, our approach, a CGP/EM hybrid algorithm called coevolutionary feature
synthesized EM (CFS-EM) algorithm, uses a transductive learning scheme combined with a feature
dimensionality reduction technique. In this algorithm, CGP is used to synthesize lower dimensional
feature vectors from the original high dimensional feature vectors so that EM can be used to form a
Gaussian mixture with limited data. Labeled training data is used to initialize the synthesized feature
transformation, and unlabeled training data is used to boost the learned classifier.

ACM Transactions on Multimedia Computing, Communications and Applications, Vol. 4, No. 2, Article 10, Publication date: May 2008.



10:22 . R. Lietal.

In CFS-EM, the Gaussian class distribution in visual feature space is unnecessary. And as a combi-
nation of EM and CGP, CFS-EM gives higher classification performance than pure EM [Li et al. 2005],
CGP alone and higher performance than other classifier like RBF-SVM, D-EM and TSVM. Moreover,
better than a kernel based classifier like RBF-SVM, CFS-EM does not need to specify a kernel function.
However, it requires a number of parameters as discussed in Section 4.1.5. But the effect of these param-
eters is reasonably well understood and the empirical values (Section 5.2) chosen from the experience
work fine. As a result, the performance of CFS-EM is in better control. And it gives an explicit transfor-
mation from high dimensional visual features to low dimensional synthesized features, which makes
retrieval in CBIR more efficient. Our approach overcomes the local maximum problem and provides
“near optimal” performance. As a general classification algorithm, our method is not only suitable for
CBIR, but also applicable to other pattern recognition and computer vision problems.

As a transductive learning method, our approach obeys the basic assumption that the unlabeled
data has a distribution similar to the labeled data. When this assumption is violated, the performance
will degrade. To handle the situation when the real number of components is different with the given
component number (C in Equation (1)), we can add the component estimation method into the iteration
[Dong and Bhanu 2005]. In addition, the predicted labels on the unlabeled patterns have the same
weight as the given labels on the labeled patterns. Thus, the predicted labels may dominate in the
parameter estimation process of EM, particularly when there are a lot of unlabeled data .[Nigam et al.
2000]. So the use of different weights can possibly make CGP and EM cooperate better and improve the
classification accuracy more consistently. An alternative is to introduce the unlabeled data gradually
to avoid their dominance on the classifier evaluation. Moreover, introducing relevance feedback and
long-term learning will make our system more complete [Dong and Bhanu 2005; Yin et al. 2005]. These
will be part of our future work.
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