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Fusion of color and infrared video for moving human detection
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Abstract

We approach the task of human silhouette extraction from color and thermal image sequences using automatic image registration. Image
registration between color and thermal images is a challenging problem due to the difficulties associated with finding correspondence. However,
the moving people in a static scene provide cues to address this problem. In this paper, we propose a hierarchical scheme to automatically
find the correspondence between the preliminary human silhouettes extracted from synchronous color and thermal image sequences for image
registration. Next, we discuss strategies for probabilistically combining cues from registered color and thermal images for improved human
silhouette detection. It is shown that the proposed approach achieves good results for image registration and human silhouette extraction.
Experimental results also show a comparison of various sensor fusion strategies and demonstrate the improvement in performance over non-
fused cases for human silhouette extraction.
� 2006 Published by Elsevier Ltd on behalf of Pattern Recognition Society.
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1. Introduction

Current human recognition methods, such as fingerprints,
face or iris biometrics, generally require a cooperative sub-
ject, views from certain aspects and physical contact or close
proximity. These methods cannot reliably recognize non-
cooperating individuals at a distance in a real-world under
changing environmental conditions. Moreover, in many prac-
tical applications of personnel identification, most of the es-
tablished biometrics may be obscured. Gait, which concerns
recognizing individuals by the way they walk, can be used as
a biometric without the above-mentioned disadvantages.

The initial step of most of the gait recognition approaches is
human silhouette extraction [1–6]. Many gait recognition ap-
proaches use electro-optical (EO) sensors such as CCD cam-
eras. However, it is very likely that some part of the human
body or clothing has colors similar to the background. In this
case, human silhouette extraction usually fails on this part.
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Moreover, the existence of shadows is a problem for EO sen-
sors [7]. In addition, EO sensors do not work under low lighting
conditions such as night or indoor environment without light-
ing. The top rows in Fig. 1 show human silhouette extraction
results from two color images.

To avoid the disadvantages of using EO sensors, infrared
(IR) sensors are used for object detection [8,9]. We investigate
the possibility of using an IR sensor for gait analysis [10]. Un-
like a commonly used video camera that operates in the vis-
ible band of the spectrum and records reflected light, a long
wave (8–12 �m) IR sensor records electromagnetic radiations
emitted by objects in a scene as a thermal image whose pixel
values represent temperature. In a thermal image that consists
of humans in a scene, human silhouettes can be generally ex-
tracted from the background regardless of lighting conditions
and colors of the human clothing and skin, and backgrounds,
because the temperatures of the human body and background
are different in most situations [11]. Although the human sil-
houette extraction results from IR sensors are generally better
than that from EO sensors, human silhouette extraction is un-
reliable when some part of the human body or clothing has the
temperature similar to the background temperature. In addition,
human body casts obvious projection on smooth surfaces such
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Fig. 1. Human silhouette extraction results from color images (first two rows) and thermal images (last two rows) using the background subtraction method
with increasing thresholds from left to right. The leftmost image is the original image.

as a smooth floor. The last two rows in Fig. 1 show human
silhouette extraction results from a thermal image.

In Fig. 1, notice that the unreliably extracted body parts from
one sensor might be reliably extracted from the other sensor.
This provides an opportunity for improving the human detection
performance by the fusion of EO and IR sensors.

2. Related work and our contribution

Images from different kind of sensors generally have differ-
ent pixel characteristics due to the phenomenological differ-
ences between the image formation processes of the sensors.

In recent years, sensor fusion approaches have already been
employed to improve the performance of object detection and
recognition, especially in the field of automated target recog-
nition [12,13] and remote sensing [14–17].

Wilder et al. [18] compare the effectiveness of EO and IR
imagery for detecting and recognizing faces, and expect the
improvement of face detection and recognition algorithms that
fuse the information from the two sensors. Yoshitomi et al.
[19] propose an integrated method to recognize the emotional
expressions of a human using voice, and color and thermal
images of face. The recognition results show that the inte-
gration method for recognizing emotional states gives better
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performance than any of individual methods. In these ap-
proaches, images from different sensors are independently
processed without an image registration procedure. In these ap-
plications, the fusion for object detection and recognition takes
place at the decision level.

Image registration is essential for precise comparison or fu-
sion of images from multiple sensors at the pixel level. Some-
times, manual image registration is employed in many sensor
fusion approaches [12,13]. This needs lots of human interac-
tion which is not desirable in processing large collections of
image data taken under different field-of-views of the sensors.

Many approaches have been proposed for automatic registra-
tion between SAR and optical images. Li et al. [14] proposed
an elastic contour matching scheme based on the active con-
tour model for multisensor image registration between SAR
(microwave) and SPOT (visible and near IR) images. Inglada
and Adragna [15] proposed an approach for automatic image
registration between SAR and SPOT images. They first extract
edges in both images, and then use a genetic algorithm (GA)
to estimate the geometric transformation which minimizes the
matching error between corresponding edges. Similarly, Ali
and Clausi [16] automatically register SAR and visible band
remote sensing images using an edge-based pattern matching
method. In order to locate reliable control points between SAR
and SPOT images, Dare and Dowman [17] proposed an au-
tomatic image registration approach based on multiple feature
extraction and matching methods, rather than just relying on
one method of feature extraction.

Zheng and Chellappa [20] propose an automatic image reg-
istration approach to estimate 2-D translation, rotation and
scale of two partially overlapping images obtained from the
same sensor. They extract features from each image using a
Gabor wavelet decomposition and a local scale interaction
method to detect local curvature discontinuities. Hierarchical
feature matching is performed to obtain the estimate of transla-
tion, rotation and scale. Li and Zhou [21,22] extend this single
sensor image registration approach to the work of automatic
EO/IR and SAR/IR image registration. Their approach is based
on the assumption that some strong contours are presented in
both the EO and IR images. Consistent checking is required
to remove inconsistent features between images from different
sensors.

Due to the difficulty in finding a correspondence between
images with different physical characteristics, image registra-
tion between imagery from different sensors is still a challeng-
ing problem. In our task, objects in color and thermal images
appear different due to different phenomenology of EO and IR
sensors. Also, there are differences in the field-of-view and res-
olution of the sensors. Therefore, it is generally difficult to pre-
cisely determine the corresponding points between color and
thermal images. However, in a human walking sequence, hu-
man motion provides enough cues for image registration be-
tween color and thermal images. In this paper, we first propose
a GA-based hierarchical correspondence search approach for
automatic image registration between synchronous color and
thermal image sequences. The proposed approach reduces the
overall computational load of the GA without decreasing the

final estimation accuracy. The registered thermal and color im-
ages are then combined by probabilistic strategies at the pixel
level to obtain better body silhouette extraction results.

Mandava et al. [23] proposed an adaptive GA-based approach
for medical image registration with manually selected region-
of-interest. Compared with their approach, our approach em-
ploys the similar concept of hierarchical search space scaling
in GA. However, the two approaches are different in strategies,
implementation and applications.

In comparison with state-of-the-art, the contribution of this
paper are:

• Automatic image registration-based preliminary silhouette
matching: Due to the phenomenological differences of ob-
jects in color and thermal images, it is difficult to auto-
matically find accurate correspondence between color and
thermal images. However, human motion provides enough
cues for automatic image registration between synchronized
color and thermal images in our human silhouette extraction
application. Compared with the correspondence of individ-
ual points, the preliminary extracted body silhouette regions
provide a more reliable correspondence between color and
thermal image pairs. In this paper, we propose a automatic
image registration method to perform a match of the trans-
formed color silhouette to the thermal silhouette.

• Hierarchical genetic algorithm-based search scheme: We
use GA to solve the optimization problem in silhouette
matching. However, the accurate subpixel corresponding
point search requires longer bit length for each coordinate
value of each point. As a result, the population size of GA
needs to be large to reduce the probability of falling into a
local maxima. Due to the costly fitness function, the large
population size is not desirable. In this paper, we propose a
hierarchical genetic algorithm- (HGA) based search scheme
to estimate the model parameters within a series of windows
with adaptively reduced size at different levels.

• Sensor fusion: To improve the accuracy of human silhou-
ette extraction, we combine the information from the regis-
tered color and thermal images. Various fusion strategies are
applied for human body silhouette detection by combining
registered color and thermal images. Experimental results
show that the sum rule achieves the best results.

3. Technical approach

In this paper, we propose a GA-based hierarchical corre-
spondence search approach for automatic image registration
between synchronous color and thermal image sequences as
shown in Fig. 2. Input to the system are videos possibly with
moving humans, recorded simultaneously by both EO and IR
cameras. Next, a background subtraction method is applied to
both color and thermal images to extract preliminary human
body silhouettes from the background. Silhouette centroids are
then computed from the color and thermal silhouettes as the
initial corresponding points between color and thermal im-
ages. A HGA-based scheme is employed to estimate the exact
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Fig. 2. Proposed hierarchical genetic algorithm-based multi-modal image
registration approach.

correspondence so that the silhouettes form the synchronous
color and thermal images are well matched. The transformation
so obtained from this correspondence is used for the registration
of images from EO and IR cameras. Finally, registered thermal
and color images are combined using probabilistic strategies to
obtain better body silhouette extraction results.

3.1. Image transformation model

We use one EO camera and one IR camera for sensor fusion.
We place the EO and IR camera as close as possible without
interference as shown in Fig. 3, and adjust their camera param-
eters so that the field-of-views of both cameras contain the de-
sired scene where human motion occurs. The geometric trans-
formation between the cameras involved can be represented by
a 3-D linear transformation and a 3-D translation. According
to the degree of elasticity of the transformations, they can be
rigid, affine, projective, or curved [24]. Assuming that there is
a large distance between the camera and the walking people,
the visible human surface from the camera view can be ap-
proximated as planar. The geometric transformation for planar
objects can be strictly represented by a projective transforma-
tion [25]. Furthermore, assuming that the image planes of both
EO and IR cameras are approximately parallel, the geometric
transformation can be further simplified as the rigid model. A
rigid transformation can be decomposed into 2-D translation,

x'

z'

y'

x

z

y

IR Camera

EO Camera

Fig. 3. IR and EO camera set-up.

rotation and reflection. In the rigid transformation, the distance
between any two points in the color image plane is preserved
when these two points are mapped into the thermal image
plane. The 2-D point (X, Y ) in the color image plane is trans-
formed into the 2-D point (X′, Y ′) in the thermal image plane
as follows:

(
X′
Y ′

)
= s

(
cos � sin �

− sin � cos �

) (
X

Y

)
+

(
�X

�Y

)
, (1)

where � is the rotation angle, s is the scaling factor and
(�X, �Y )T is the translation vector. Rigid transformations are
used when shapes in the input image are unchanged, but the
image is distorted by some combination of translation, rotation
and scaling. Straight lines remain straight, and parallel lines
are still parallel under the assumption as mentioned above. A
minimum correspondence of two pairs of points is required in
rigid transformation.

In this paper, the rigid transformation model is used for im-
age registration between synchronous EO/IR sequence pairs.
If the assumption of parallel image planes is not satisfied, the
proposed approach can be easily extended by using more com-
plex models such as projective transformation model. The only
difference is the number of parameters to be estimated.
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Color Background Image Thermal Background Image

Color Edge Image Thermal Edge Image

Fig. 4. Different object appearances in color and thermal images are due to the phenomenological differences between the image formation process of EO and
IR cameras. The images are at different resolutions and the field-of-views (FOVs) of the two cameras overlap (EO camera FOV contains IR camera FOV).

3.2. Preliminary human silhouette extraction and
correspondence initialization

Assume that both the EO and IR cameras are fixed and
mounted on suitable stationary platforms. Further assume that
human is the only moving object in the scene and there is only
one person at any time in the scene. Under this situation, silhou-
ettes of moving humans can be extracted by a background sub-
traction method. To model the color background, we choose all
frames from a color image sequence that contains background
only, and compute the mean and standard deviation values for
each pixel in each color channel. Assuming that the background
has a Gaussian distribution at each pixel, a pixel at (X, Y ) in
the input color image is classified as part of moving objects if

|r(X, Y ) − �r (X, Y )| > ��r (X, Y ), (2)

|g(X, Y ) − �g(X, Y )| > ��g(X, Y ) (3)

or

|b(X, Y ) − �b(X, Y )| > ��b(X, Y ), (4)

where r, g and b represent pixel color values of the input image
for red, green and blue channels, respectively; �r , �g and �b

represent mean values of the background pixels; �r , �g and �b

represent standard deviation values of the background pixels;
� is the threshold.

Similarly, a pixel at (X, Y ) in the input thermal image is
classified as part of moving objects if

|t (X, Y ) − �t (X, Y )| > ��t (X, Y ), (5)

where t represents the pixel thermal value in the input thermal
image; �t represents the mean value of the background pixel
temperature; �t represents the standard deviation value of the
background pixel temperature; � is the threshold.

After body silhouettes are extracted from each color image
and its synchronous thermal image, the centroid of the silhou-
ette region is computed as the initial correspondence between
each pair of color and thermal images.

3.3. Automatic image registration

In applications with manual image registration, a set of cor-
responding points are manually selected from the two images
to compute the parameters of the transformation model, and
the registration performance is generally evaluated by manu-
ally comparing the registered image pairs. The same step is
repeated several times until the registration performance is sat-
isfied. If the background changes, the entire procedure needs
to be repeated again. This makes manual image registration in-
applicable when data are recorded at different locations with
changing time or with different camera setup. The automatic
image registration is desirable under this situation.
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Fig. 5. Illustration of initial control point selection in both color and thermal image planes.

3.3.1. Model parameter selection
Due to the phenomenological differences of objects in color

and thermal images, it is difficult to automatically find accu-
rate correspondence between color and thermal images. Fig. 4
shows different object appearances in color and thermal images
due to the phenomenological difference between the image for-
mation process of EO and IR cameras. However, human motion
provides enough cues for automatic image registration between
synchronized color and thermal images in our human silhou-
ette extraction application. Compared with the correspondence
of individual points, the preliminary extracted body silhouette
regions provide a more reliable correspondence between color
and thermal image pairs. Therefore, we propose a method to
perform a match of the transformed color silhouette to the ther-
mal silhouette. That is, we estimate the set of model parameters

p to maximize

Similarity(p; Ii; Ci) =
N∏

i=1

Num(TCi ;p ∩ Ii)

Num(TCi ;p ∪ Ii)
, (6)

where I is the silhouette binary image obtained from the ther-
mal image, C is the silhouette binary image obtained from color
image, TC;p is the transformed binary image of C by rigid trans-
formation with parameter set p, N is the number of color and
thermal image pairs, and Num(X) is the number of silhouette
pixels in a silhouette image X. We use the product of similarity
of image pairs instead of the sum to reduce the possibility of
falling into local maxima on specific frame(s), i.e., to increase
the possibility of the global maximum on all images pairs.
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Fig. 6. Illustration of the HGA-based search scheme to estimate the model parameters—coordinate values of the two points (black and white) simultaneously
in the color image plane. The search windows here are only for illustration whose sizes are much larger than the real window sizes.

In the rigid transformation model, the parameters are the
elements of the 2-D linear transformation in Eq. (1). However,
the ranges of these parameters are difficult to be determined.
In the rigid transformation model, a maximum correspondence
of two pairs of points is required. If we fix two points in the
thermal image as the reference points, the 2-D coordinates of
their corresponding points in the synchronous color image can
be used to determine the rigid transformation model. Because
the locations of the corresponding points should exist in limited
local areas, the ranges of new parameters can be determined.

For each pair of color and thermal images, we obtain a pair
of initial corresponding points, i.e., the centroids of the pre-
liminary extracted silhouettes. Under the assumption of planar

object surface (i.e., human walks along the same direction in
the scene so that the human body surface from the camera view
in each frame lies on the same plane over the whole sequence),
we can choose initial correspondence from two image pairs in
the given color and thermal image sequences. In this way, we
have two pairs of initial correspondence: two points from the
thermal images are reference points and two points from the
color images are initial model parameters whose exact values
need to be estimated. If the two pairs of points are chosen from
a small local area, the resulting registration performance may
not be globally satisfied in other areas. To avoid this problem,
these points should be located as far away as possible in the
images.
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Fig. 7. Pseudo-code for parameter estimation based on hierarchical genetic algorithm.

Fig. 8. Examples of registration results: first row—original color images, second row—original thermal images, third row—transformed color images.

3.3.2. Parameter estimation based on HGA
We use GA to solve the optimization problem in Eq. (6).

GA provides a learning method motivated by an analogy to bi-
ological evolution. Rather than search from general-to-specific
hypotheses, or from simple-to-complex hypotheses, GA gener-
ates successor hypotheses by repeatedly mutating and recom-
bining parts of the best currently known hypotheses. At each
step, a collection of hypotheses called the current population
is updated by replacing some fraction of the population by off-
spring of the most fit current hypotheses. After a large number

of steps, the hypotheses having the best fitness are considered as
solutions. However, a single GA is not appropriate to estimate
the subpixel location of corresponding points in given search
windows. The accurate subpixel corresponding point search re-
quires longer bit length for each coordinate value of each point.
As a result, the population size of GA need to be large to re-
duce the probability of falling into a local maxima. Due to the
costly fitness function (6), the large population size is not de-
sirable. In this paper, we propose a HGA-based search scheme
to estimate the model parameters within a series of windows
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Fig. 9. Examples of estimated transformation results from good initial correspondence: (a) original silhouettes from thermal images, (b) original silhouettes
from color images, (c) matching error of the initial transformation, (d) matching error after the first search level, (e) after the second search level, (f) after
the third search level, (g) after the fourth search level, (h) after the 12th search level.

with adaptively reduced size as shown in Fig. 6. The model
parameters are coordinate values of the two points in the color
image plane, corresponding to the two reference points in the
thermal image plane.

We choose the estimated human silhouette centroids (as men-
tioned in Section 3.2) from two thermal images in the same
IR video as two reference points in the thermal image plane as
shown in Fig. 5. Let p = [x1, y1, x2, y2]T be the model param-
eter to be estimated, where x1 = (x1, y1) and x2 = (x2, y2) are
corresponding points to be searched in the color image plane
(Fig. 6). The estimated two centroids from the two synchro-
nized color images, x1,0 = (x1,0, y1,0) and x2,0 = (x2,0, y2,0),
are chosen as the initial corresponding points in the color image
plane. At each search level of the HGA-based search scheme,
GA is applied to estimate the two corresponding coordinates
according to Eq. (6). The center and size of search windows
are both determined by the previous three estimates of corre-
sponding points. In the kth search level, the centers of the two
search windows for the two corresponding points are chosen
as follows:

ci,k =
{xi,0 if k = 1,

(xi,0 + xi,1)/2 if k = 2,

(xi,k−3 + xi,k−2 + xi,k−1)/3 if k > 2,

(7)

where i=1, 2, xi,j is the new estimate of xi after the j th search
level. The length of the search windows (square in shape) is
chosen as follows:

wk =

⎧⎪⎪⎨
⎪⎪⎩

w1 if k = 1,

max4
j=1{|pj,0 − pj,1|} if k = 2,

max4
j=1{max{pj,k−3, pj,k−2, pj,k−1}

− min{pj,k−3, pj,k−2, pj,k−1}} if k > 2,

(8)

where w1 is the preselected initial length of the search window.
This iterative procedure is repeated (see pseudo code in Fig. 7)
until the search wk is lower than a pre-selected lower limit wl .

In the proposed approach, the code length of parameters in
each GA can be small without decreasing the final estimation
accuracy. Considering the costly fitness function in our appli-
cation, the population size cannot be large. Short code length is
desired because a GA with high ratio of code length over pop-
ulation size has a high probability of falling into the local max-
imum. Generally, the window size will be adaptively reduced
until reaching the lower limit. Even if the real correspondence
exists outside of the initial search window, the approach still
have the possibility to find a good estimate because the new
window might cover areas outside of the initial window. Af-
ter the correspondences in the color image plane are located,
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Fig. 10. Examples of estimated transformation results from bad initial correspondence: (a) original silhouettes from thermal images, (b) original silhouettes
from color images, (c) matching error of the initial transformation, (d) matching error after the first search level, (e) after the second search level, (f) after
the third search level, (g) after the fourth search level, (h) after the 23th search level.
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Fig. 11. Variation of fitness values from bad initial correspondence. The
vertical line corresponds to the last generation at each search level. The
curve between two adjacent vertical lines indicates the variation of GA fitness
values at a search level.

the transformation is uniquely determined for this pair of color
and thermal image sequences, and it will be used to transform
color images into the plane of thermal images.
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Fig. 12. Variation of fitness values from good initial correspondence. The
vertical line corresponds to the last generation at each search level. The
curve between two adjacent vertical lines indicates the variation of GA fitness
values at a search level.

3.4. Sensor fusion

To improve the accuracy of human silhouette extraction, we
combine the information from the registered color and thermal
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images. If the human silhouette extraction is viewed as a clas-
sification procedure, the commonly used classifier combination
strategies can be employed here. Kittler et al. [26] demonstrate
that the commonly used classifier combination schemes can be
derived from a uniform Bayesian framework under different
assumptions and using different approximations. The product
rule assumes that the measurements used are conditionally sta-
tistically independent. The sum rule further assumes that the
a posteriori probability computed by the respective classifiers
will not deviate dramatically from the prior probabilities. The
max rule is derived from the sum rule by approximating the
sum by the maximum of the posterior probabilities under
the assumption of equal priors. The min rule is derived from
the product rule under the assumption of equal priors. Similar
fusion strategies can be applied for human body silhouette
detection by combining registered color and thermal images
as follows:

• Product rule: (X, Y ) ∈ S,
if P(S|c(X, Y ))P (S|t (X, Y )) > �product ,

• Sum rule: (X, Y ) ∈ S,
if P(S|c(X, Y )) + P(S|t (X, Y )) > �sum,

• Max rule: (X, Y ) ∈ S,
if max{P(S|c(X, Y )), P (S|t (X, Y ))} > �max ,

• Min rule: (X, Y ) ∈ S,
if min{P(S|c(X, Y )), P (S|t (X, Y ))} > �min,

where (X, Y ) represents the 2-D image coordinate, S represents
the human silhouette, c represents the color value vector, t

represents the thermal value and �product , �sum, �max and �min

are thresholds described in the next section. The estimate of
probability is computed as

P(S|c(X, Y )) = 1 − e−‖c(X,Y )−�c(X,Y )‖2
, (9)

P(S|t (X, Y )) = 1 − e−|t (X,Y )−�t (X,Y )|2 , (10)

where �c represents the mean background color value vector,
and �t represents the mean background thermal value.

3.5. Registration of EO/IR sequences with multiple objects

The proposed approach for registration of EO/IR imagery
is presented for the single-object scenario. Without losing any
generality, we can assume that both the EO and IR cameras are
fixed for a period of time, and a pair of EO/IR image sequences,
containing a single object, are available for registration at the
beginning. Then, the estimated transformation model presented
in this paper can be used for image registration from subse-
quent synchronous EO/IR sequence pairs under the same cam-
era setup and it does not matter how many objects are present
in these sequences. Therefore, multiple moving objects are al-
lowed for registration and detection under the same camera
setup.

Table 1
Confusion matrix

Ground Truth Ground Truth
foreground background

Detected foreground N − � �
Detected background � B − �

0 0.005 0.01 0.015 0.02 0.025 0.03 0.035 0.04 0.045 0.05
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Fig. 13. ROC curves for detection performance evaluation of different fusion
strategies for silhouette detection.

4. Experimental results

The image data used in our experiments are real human
walking data recorded by the two cameras in the same indoor
environment. Color images are recorded by a PC camera with
image size of 240 × 360 as shown in the first row of Fig. 8.
Thermal images are recorded by a long-wave IR camera with
image size of 240×360 as shown in the third row of Fig. 8. Both
cameras have fixed but different focal lengths. The IR camera
has a narrower field-of-view and a higher resolution than the
color camera. It has less distortion than the color camera, and,
therefore, it is used as the base camera. The color images are
transformed and then fused with the original thermal images in
our experiments for human silhouette detection.

4.1. Image registration results

Three color and thermal images are selected for matching
by Eq. (6). In our experiments, we choose � = � = 15 in Eqs.
(4) and (5). The initial search window is set as 16 × 16 pixels
(w1 = 16), and the final search window is 0.1 × 0.1 pixels
(wl = 0.1). In the GA at each search level, we use 6 bits to
represent each coordinate value (totally 24 bits for 4 coordinate
values); fitness function is the similarity between image pairs in
Eq. (6); population size is 100; crossover rate is 0.9; crossover
method is uniform crossover; mutation rate is 0.05; the GA
will terminate if the fitness values have not changed for five
successive steps.



1782 J. Han, B. Bhanu / Pattern Recognition 40 (2007) 1771–1784

Fig. 14. Examples of fusion results: (a) transformed color images, (b) original thermal images, (c) silhouette from (a), (d) silhouette from (b), (e) silhouette
from product rule fusion, (f) silhouette from sum rule fusion, (g) silhouette from max rule fusion, (h) silhouette from min rule fusion.

Fig. 9 shows examples of estimated transformation results
from good initial corresponding points at different search lev-
els, while Fig. 10 shows results from bad initial correspond-
ing points. Even though the original transformation 10(c) is far
away from the true transformation, the transformation results

are improved gradually at successive search levels and finally
converged around the real transformation. The variations of fit-
ness values from bad and good initial correspondence are shown
in Figs. 11 and 12, respectively. The vertical line corresponds
to the last generation at each search level. The curve between
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two adjacent vertical lines indicates the variation of GA fitness
values in a search level. In the GA at each search level, the
populations are randomly generated, leading to the drop of the
fitness value at the beginning of each search level. We do not
use the population from the previous search level because we
hope to estimate transformation parameters more accurately as
the window size decreases and diversify the population to avoid
premature convergence. In general, our image registration ap-
proach is not sensitive to the location of initial correspondence
if it is located inside or slightly outside of the initial search
window depending on the size of the initial search window.

Fig. 8 shows the comparison of original color images, trans-
formed color images and original thermal images. To evaluate
the registration performance, we define the registration pre-
cision as P(A, B) = (A ∩ B)/(A ∪ B), where A and B are
manually labeled human silhouette pixel sets from the original
thermal image and the transformed color image, respectively.
According to this definition, the registration precision for the
three image pairs in Fig. 8 is 78%, 80% and 85%, respectively.
Considering that the color and thermal image pairs are not ex-
actly synchronized, and there are possible human labeling er-
rors due to the physical difference between color and thermal
signals, our image registration still achieves good results.

4.2. Sensor fusion results

We evaluate the human silhouette extraction performance by
the receiver operating characteristic (ROC) curves [27]. Let N

be the number of moving object pixels in the Ground Truth
images, � be the number of moving object pixels that the algo-
rithm did not detect, B be the number of background pixels in
the Ground Truth image, and � be the number of background
pixels that were detected as foreground. The Ground Truth im-
age in our experiments is manually labeled from the original
thermal images. The confusion matrix is given in Table 1. We
can define the probability of detection and probability of false
alarms as

Pd = (N − �)/N and Pf = �/B. (11)

If we evaluate M images in their entirety, the equations become

Pd =
M∑
i=1

(Ni − �i )

/
M∑
i=1

Ni and

Pf =
M∑
i=1

�i

/
M∑
i=1

Bi. (12)

Equation given in (12) are used to obtain the ROC curves for
detection performance evaluation of different fusion strategies
which are shown in Fig. 13. This figure shows that the prod-
uct, sum and max fusion rules achieve better results than using
color or thermal classifiers individually. Among these rules, the
sum rule achieves the best results. Considering that the image
resolution of the thermal camera is higher than that of the EO
camera, the thermal classifier has much higher confidence than
the color classifier. We believe that the main reason for the good
performance achieved by sum rule is its robustness to errors

(or noise) especially from the color classifier [26]. Product rule
considers more color information, so it is sensitive to the noise
from color classifier especially when the false alarm is low.
Max rule considers less color information with low confidence,
so its performance is higher than that of the thermal classifier
but lower than sum rule. The performance of min rule is even
worse than that of using thermal information only because it
mainly focuses on the color information with low confidence.
Fig. 14 shows the human silhouette extraction results by com-
bining color and thermal image pairs with different strategies
described in Section 3.4. The threshold for each of these rules
is chosen as the smallest value such that shadows in both color
and thermal images are eliminated. These thresholds are held
constant (�product =0.1, �sum =0.9, �max =0.9 and �min =0.1)
for all the experiments reported in this paper.

5. Conclusions

In this paper, we approach the task of human silhouette ex-
traction from color and thermal image sequences using auto-
matic image registration. A hierarchical Genetic Algorithm-
(HGA) based scheme is employed to find correspondence so
that the preliminary silhouettes form the color and thermal im-
ages are well matched. HGA estimates the model parameters
within a series of windows with adaptively reduced size at
different levels. The obtained correspondence and correspond-
ing transformation are used for image registration in the same
scene.

Registered color and thermal images are combined by prob-
abilistic strategies to obtain better body silhouette extraction
results. Experiments show that (1) the proposed approach
achieves good performance for image registration between
color and thermal image sequences, and (2) each of the prod-
uct, sum and max fusion rules achieves better performance on
silhouette detection than color or thermal images used individ-
ually. Among these rules, sum rule achieves the best results.
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