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Abstract—Features represent the characteristics of objects and
selecting or synthesizing effective composite features are the key
to the performance of object recognition. In this paper, we propose
a coevolutionary genetic programming (CGP) approach to learn
composite features for object recognition. The knowledge about
the problem domain is incorporated in primitive features that
are used in the synthesis of composite features by CGP using
domain-independent primitive operators. The motivation for
using CGP is to overcome the limitations of human experts who
consider only a small number of conventional combinations of
primitive features during synthesis. CGP, on the other hand, can
try a very large number of unconventional combinations and these
unconventional combinations yield exceptionally good results in
some cases. Our experimental results with real synthetic aperture
radar (SAR) images show that CGP can discover good composite
features to distinguish objects from clutter and to distinguish
among objects belonging to several classes. The comparison
with other classical classification algorithms is favorable to the
CGP-based approach proposed in this paper.

Index Terms—Composite feature, feature synthesis, genetic pro-
gramming, object recognition, synthetic aperture radar images,
vehicle recognition.

I. INTRODUCTION

I N THIS paper, we investigate the effectiveness of domain
knowledge in improving the efficiency of evolutionary

search and the efficacy of genetic programming in synthesizing
composite features for object recognition. The basic task of
object recognition is to identify the kinds of objects in an
image, and sometimes the task may include estimating the
pose of the recognized objects. One of the key approaches to
object recognition is based on features extracted from images.
These features capture the characteristics of the object and
are fed into a classifier to perform recognition. The quality of
object recognition is heavily dependent on the effectiveness of
the features. However, it is difficult to extract good features
from real images due to various factors, including noise. More
importantly, there are many features that can be extracted. What
are the appropriate features or how to select an appropriate set
of features from the available features? If it is very difficult or
even impossible to extract effective features from images, how
to synthesize useful features based on the available ones? To
make use of knowledge about a specific domain and improve
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the quality of synthesized features, how to incorporate domain
knowledge in the feature synthesis? The answers to these
questions are largely dependent on the instinct, knowledge,
experience, and the bias of human experts.

In this paper, the effectiveness of coevolutionary genetic pro-
gramming (CGP) [1] in generating composite operator vectors
for object recognition is investigated. Genetic programming
(GP) is an evolutionary computational paradigm [1] that is an
extension of genetic algorithm and works with a population of
individuals. An individual in a population can be any compli-
cated data structure such as linked lists, trees and graphs, etc.
CGP is an extension of GP in which several populations are
maintained and employed to evolve solutions cooperatively. A
population maintained by CGP is called a subpopulation and
it is responsible for evolving a part of a solution. A complete
solution is obtained by combining the partial solutions from
all the subpopulations. In this paper, individuals in subpopu-
lations are composite operators, which are the elements of a
composite operator vector. A composite operator is represented
by a binary tree whose internal nodes are the pre-specified
domain-independent primitive operators and leaf nodes are
primitive features. It is a way of combining primitive features.
The advantage of using a tree structure is that it is powerful
enough in expressing the ways of combining primitive features
and unlike a graph, it has no loops and this guarantees that the
execution of individuals represented by trees will terminate and
not be trapped in an infinite loop. The primitive features can
be simple features directly extracted or complicated features
designed by human experts based on the characteristics of
objects to be recognized in a particular kind of imagery (e.g.,
SAR images). The primitive features are real-valued attributes
in this paper. With each element evolved by a subpopulation
of CGP, a composite operator vector is cooperatively evolved
by all the subpopulations. By applying composite operators,
corresponding to each subpopulation, to the primitive features
extracted from images, composite feature vectors are obtained.
These composite feature vectors are fed into a classifier for
recognition. It is worth noting that the primitive operators and
primitive features are decoupled from the CGP mechanism
that generates composite features, so they can be tailored to
particular recognition tasks without affecting the other parts of
the system. Thus, the method and the recognition system are
flexible and can be applied to a wide variety of images.

Section II explains the motivation for using CGP as a tool
for learning composite features. It also surveys the related
works. Section III provides the overall structure of the learning
and recognition system and gives the technical details used in
this paper. Experimental results are presented in Section IV.
Section V concludes the paper and proposes possible future
research directions.
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II. MOTIVATION AND RELATED RESEARCH

A. Motivation

The recognition accuracy of an automatic object recognition
system is determined by the quality of the feature set used. Usu-
ally, it is the human experts who design the features to be used in
recognition. Designing a set of effective features requires human
ingenuity and insight into the characteristics of the objects to be
recognized and in general, it is very difficult to identify a set
of features that characterize a complex set of objects. Typically,
many types of features are explored before a recognition system
can be built to perform the desired recognition task. There are
many features available and these features may be correlated,
making the designing and selection of appropriate features a
very time consuming and expensive process. Sometimes, it is
very difficult to figure out and extract simple features that are
effective in recognition directly from images. However, human
experts generally know what kinds of features are useful for a
particular kind of imagery. These simple features can be selected
as primitive features. At this time, synthesizing composite fea-
tures that are effective to the current recognition task from these
primitive features becomes extremely important.

The process of synthesizing composite features can often be
dissected into some primitive operations on the primitive fea-
tures. It is usually the human experts who, replying on their
knowledge and rich experience, figure out a smart way to com-
bine these primitive operations to yield good composite fea-
tures. The task of finding good composite features is equivalent
to finding good points in the composite feature space. However,
the ways of combining primitive features are almost infinite,
leading to a huge composite feature space. It is obvious that a
smart search strategy is a must in order to find good composite
features in such a huge space. The human experts can only try
a very limited number of combinations due to slow speed of
human being and usually only the conventional combinations
are tried due to the limited knowledge, experience and even the
bias of human experts. CGP, on the other hand, may try many
unconventional combinations and in some cases it is these un-
conventional combinations that yield exceptionally good recog-
nition performance. Also, the inherent parallelism of CGP and
the concept of subpopulations (search by many individuals) fa-
cilitate its implementation on multiprocessor supercomputers to
further increase the search speed and allow a much larger por-
tion of the search space to be explored by CGP than that ex-
plored by human experts, thus, greatly enhancing the chance
of finding good composite features. As a result, CGP is a very
useful tool in comparison to human experts in the feature design
and synthesis.

B. Related Research

In general, feature selection and feature synthesis are two
kinds of feature transformations. In feature selection, original
features are not changed and some original features are selected
to form a subset of features to be used by classifiers. Genetic al-
gorithm is widely used in feature selection [11]. In feature syn-
thesis, a transformation, linear or nonlinear, is applied to the
original features to generate new features. Weighted summa-
tion is a kind of linear transformation on the original features,

and the weights of features can be determined by genetic algo-
rithm. In multilayer neural networks, each node of a neural net-
work takes the weighted sum of the outputs of its child nodes
as input [10]. The weights are determined by backpropagation
algorithm during training. The output of a node is determined
by the input and the activation function of the node. It can be
viewed as a nonlinear transformation on the original features.
The CGP-based feature synthesis is another kind of nonlinear
transformation on the original features, which are the primitive
features in this paper.

GP [1] has been used in image processing, object detection
and recognition. Harris and Buxton [2] apply GP to the pro-
duction of high performance edge detectors for one-dimensional
(1-D) signals and image profiles. The method is also extended
to the development of practical edge detectors for use in image
processing and machine vision. Ebner and Zell [3] use GP to
automate the process of chaining a series of well-known image
processing operators to perform image processing. Poli [4] uses
GP to develop effective image filters to enhance and detect fea-
tures of interest or to build pixel-classification-based segmen-
tation algorithm. Bhanu and Lin [5] use GP to generate com-
posite operators for object detection. The primitive operators
and primitive features used in their system are very basic and
domain-independent, so their object detection system can be ap-
plied to a wide variety of images. Their experimental results
show that GP is a viable way of synthesizing composite fea-
tures from primitive features for object detection and ROI (re-
gion-of-interest) extraction. Howard et al. [6] apply GP to au-
tomatic detection of ships in low resolution SAR imagery using
an approach that evolves detectors. The detectors are algebraic
formulae involving the values at pixels belonging to a small re-
gion surrounding the pixel undergoing the test and the detec-
tors evolved by GP compare favorably in accuracy to those ob-
tained using a neural network. Roberts and Howard [7] use GP
to develop automatic object detectors in infrared images. They
present a multistage approach to address feature detection and
object segregation and the detectors developed by GP do not re-
quire images to be preprocessed. Stanhope and Daida [8] use GP
paradigms for the generation of rules for target/clutter classifi-
cation and rules for the identification of objects. GP determines
relevant features from previously defined features to form a se-
lected feature set. It evolves logical expressions based on the
comparison of the selected features to both real-valued constants
and other features in the selected feature set to create a classi-
fier. Krawiec and Bhanu [9] present a method for the automatic
synthesis of recognition procedures chaining elementary oper-
ations for computer vision and pattern recognition tasks based
on cooperative coevolution and linear GP. Each subpopulation
evolves a part of the recognition procedure and all the subpop-
ulations coevolve the whole recognition procedure by selecting
the best individual from each subpopulation and chaining them
together. Their experimental results show that linear GP is ef-
fective in synthesizing a recognition procedure from elemen-
tary image processing operations. They also show that coevolu-
tionary linear GP is superior to regular single-population linear
GP that is equivalent to genetic algorithms.

Unlike the work of Stanhope and Daida [8], the primitive op-
erators in this paper are not logical operators, but operators on
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Fig. 1. System diagram for object recognition using co-evolutionary GP. (a) Training module—learning composite operator vectors and Bayesian classifier.
(b) Testing module—applying learned composite operator vector and Bayesian classifier.

real numbers and the composite operators are binary trees of
primitive operators on real numbers, not binary trees of logical
operators. In [8], GP is used to evolve logical expressions and
the final outcome of the logical expression determines the type
of the object under consideration (for example, 1 means target
and 0 means clutter). In this paper, CGP is used to evolve com-
posite feature vectors to be used by a Bayesian classifier [10]
and each subpopulation is responsible for evolving a specific
composite feature in a composite feature vector. The classifier
evolved by GP in [8] is a logical expression represented by the
binary tree with the best classification rate in the population, but
the classifier evolved by CGP in this paper is a Bayesian classi-
fier determined by the composite feature vectors obtained from
the training images. Unlike the work of Krawiec and Bhanu
[9], composite operators in this paper are binary trees of prim-
itive operators and primitive features, whereas the recognition
procedures in [9] are linked lists of simple image processing
operations.

III. TECHNICAL APPROACH

In the CGP-based approach proposed in this paper, individ-
uals are composite operators represented by binary trees with
primitive operators as internal nodes and primitive features as
leaf nodes. The search space is the set of all possible composite
operators. The search space is huge and it is extremely difficult
to find good composite operators from this vast space unless
one has a smart search strategy. The system consists of training
and testing modules, which are shown in Fig. 1(a) and (b), re-
spectively. During training, CGP runs on training images and
evolves composite operators to obtain composite features. Since
a Bayesian classifier is derived from the composite feature vec-
tors obtained from training images, both the composite operator
vector and the classifier are learned by CGP.

A. Design Considerations

To apply GP, there are five major design considerations,
which involve determining the set of terminals, the set of
primitive operators, the fitness measure, the parameters for
controlling the run and the criterion for terminating a run.

1) The Set of Terminals: The set of terminals are 20 prim-
itive features used in [11]. The first ten of them are designed
by the Massachusetts Institute of Technology (MIT) Lincoln
Lab to capture the particular characteristics of synthetic aperture
radar (SAR) imagery and are found useful for object detection
[12]. The other ten features are common features used widely in
image processing and computer vision. To extract some primi-
tive features, the constant false alarm rate (CFAR) image of an
original image is needed. The CFAR image is generated by ap-
plying a two-parameter CFAR detector on an original image.
A pixel value in the CFAR image measures the extent that the
corresponding pixel in the original image stands out from those
pixels on the border of the guard area around it. The guard area
is a rectangular area with the pixel under measurement at the
center. The CFAR value of a pixel in the original image is
computed according to the following rule:

(1)

where is the amplitude of the pixel under consideration,
is the estimated mean of the amplitude of pixels on the border
of the guard area, is the estimated standard deviation of the
amplitude. For the detailed description of CFAR detector, please
refer to [12]. In the following, we describe 20 primitive features
in detail and compare the feature values of an object with those
of natural clutter to demonstrate that the primitive features cap-
ture the characteristics of objects against natural clutter.

a) The Standard Deviation Feature (Feature 1): The stan-
dard deviation of an image is a statistical measurement of the
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fluctuation of pixel intensities. If we use to represent
the pixel intensity from range and azimuth , the standard de-
viation can be calculated as follows:

(2)

and is the number of pixels in the region. Objects usually ex-
hibit larger standard deviation than natural clutters, as illustrated
by Fig. 2.

b) The Fractal Dimension Feature (Feature 2): The
fractal dimension of the pixels in the region of interest pro-
vides information about the spatial distribution of the brightest
scatterers of the detected object. It complements the standard
deviation feature, which depends only on the intensities of the
scatterers, not on their spatial locations.

The first step in applying the fractal dimension concept to a
radar image is to select an appropriately sized region of interest,
then convert the pixel values in the region of interest to binary
values. One method of performing this conversion is to select
the brightest pixels in the region of interest and convert their
values to 1, while converting the rest of pixel values to 0. Based
on these brightest pixels, the fractal dimension is defined by
the following formula:

(3)

where represents the minimum number of 1 1-pixel boxes
required to cover brightest pixels in the region of interest
(This number is obviously equal to ) and represents the
minimum number of 2 2-pixel boxes required to cover
brightest pixels.

The bright pixels for a natural clutter tend to be widely sepa-
rated, thus produce a small value for the fractal dimension, while
the bright pixels for an object tend to be closely bunched, thus a
large value for the fractal dimension is expected, which is illus-
trated by Fig. 3. Fig. 3(a) shows an object image. In Fig. 3(b),
the 50 brightest pixels from the object image are tightly clus-
tered, and 22 2 2-pixel boxes are needed to cover them, which
results in a fractal dimension of 1.2. Fig. 3(c) shows a natural
clutter image. In Fig. 3(d), the 50 brightest pixels from this nat-
ural clutter are relatively isolated, and 46 2 2-pixel boxes are
needed to cover them, which results in a fractal dimension of
0.29.

c) Weighted-Rank Fill Ratio Feature (Feature 3): This
textural feature measures the percentage of the total energy
contained in the brightest scatterers of a detected object. The
weighted-rank fill ratio is defined as follows:

(4)

Fig. 2. Example of the standard deviation feature. (a) Typical object image
with standard deviation 5.2832. (b) Typical natural clutter image with standard
deviation 4.5187.

where is equal to 50 in our experiments. This feature attempts
to exploit the fact that power returns from most objects tend
to be concentrated in a few bright scatterers, whereas power
returns form natural-clutter false alarms tend to be diffused. The
weighted-rank fill ratio values of the object in Fig. 2(a) and the
clutter in Fig. 2(b) are 0.3861 and 0.2321, respectively.

d) Size-Related Feature (Features 4–6): Three size-re-
lated features utilize the binary image created by the mor-
phological operations on the CFAR detection result. The
morphological operations are applied in the order of clean
(remove isolated pixels), bridge (connect unconnected compo-
nents if they are close to each other, at most three pixels apart)
and close (dilation followed by erosion). The resulting largest
component is called morphological blob.

1) The mass feature is the number of pixels in the morpho-
logical blob.

2) The diameter is the length of the diagonal of the smallest
rectangle that encloses the blob.

3) The square-normalized rotational inertia is the second me-
chanical moment of the blob around its center of mass,
normalized by the inertia of an equal mass square.

In the experiments, we find the size features are not effective,
since the size and the shape of the detected morphological blob
can be arbitrary. For the clutter, there is also no ground to as-
sert that the resulting morphological blob will exhibit a certain
amount of coherence. The experimental results in Fig. 4 show
the arbitrariness of the morphological blobs for objects as well
as clutters.

e) The Contrast-Based Features (Features 7–9): The
CFAR statistics is computed for each pixel in an object-sized
blob to create a CFAR image. Then the three features can be
derived as follows.

1) The maximum CFAR feature is the maximum value of
pixels in the CFAR image contained within an object-
sized blob.

2) The mean CFAR feature is the average pixel value of
pixels in the CFAR image taken over an object-sized blob.

3) The percent bright CFAR feature is the percentage of
pixels within an object-sized blob that exceed a certain
CFAR value.

The maximum CFAR feature, the mean CFAR feature and the
percent bright CFAR feature values of the object in Fig. 2(a) are
55.69, 5.53, and 0.15, respectively, and these feature values of
the clutter in Fig. 2(b) are 10.32, 2.37, and 0.042, respectively.
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Fig. 3. Example of the fractal dimension feature. (a) Object image. (b) 50 brightest pixels in (a). (c) Natural clutter image. (d) 50 brightest pixels in (c).

Fig. 4. Examples of images used to compute size features (4–6) for (a) object and (b) clutter. (a) Figures on the left-hand side represent the object images and the
figures on the right-hand side represent their corresponding morphological blobs. (b) Figures on the left-hand side represent the clutter images and the figures on
the right-hand side represent their corresponding morphological blobs.

We can see that CFAR feature values for an object are much
larger than those for a natural clutter.

f) The Count Feature (Feature 10): The count feature
is very simple; it counts the number of pixels that exceed the
threshold and normalize this value by the total possible
number of pixels in an object blob. The threshold is set to the
quantity corresponding to the 98th percentile of the surrounding
clutter. The count feature values of the object in Fig. 2(a) and
the clutter in Fig. 2(b) are 0.6 and 0.1376, respectively. We can
see that the count feature value for an object is much larger than
that for a natural clutter false alarm. This is reasonable because
the intensity values of the pixels belonging to an object stand
out from the surrounding clutter.

The following ten features (four projection features, three dis-
tance features, and three moment features) are common features
used in image processing and object recognition. They are ex-
tracted from binary images generated from the CFAR detection.
In these images, foreground pixels (pixels with value 1) are po-
tential object pixels.

g) Projection Features (Features 11–14): Four projection
features are extracted from each binary image.

1) Horizontal projection feature: project the foreground
pixels on a horizontal line (x axis of image) and compute
the distance between the leftmost point and the rightmost
point.

2) Vertical projection feature: project the foreground pixels
on a vertical line (y axis of image) and compute the dis-
tance between the uppermost point and the lowermost
point.

3) Major diagonal projection feature: project the foreground
pixels on the major diagonal line and compute the dis-
tance between the upper leftmost and the lower rightmost
points.

4) Minor diagonal projection feature: project the foreground
pixels on the minor diagonal line and compute the dis-
tance between the lower leftmost and the upper rightmost
points.

The average values of horizontal, vertical, major, and minor di-
agonal projection features of all the 1048 clutter SAR images
(120 120) we collected are approximately 60.0, 60.0, 90.0,
and 90.0, respectively. Their corresponding values for the 1048
object SAR images (120 120) are 34.5, 29.5, 46.7, and 47.8,
respectively. It can be seen that the feature values of the clutters
are larger than those of the objects. This result is reasonable,
since the bright pixels of a natural clutter tend to be widely sep-
arated. This has already been shown by the fractal dimension
feature value.

h) Distance Features (Features 15–17): Three distance
features are extracted from each binary image. Before com-
puting distance features, the centroid of all the foreground pixels
in a binary image is computed.

1) Minimum distance: compute the distance from each fore-
ground pixel to the centroid and select the minimum one.

2) Maximum distance: compute the distance from each fore-
ground pixel to the centroid and select the maximum one.

3) Average distance: compute the distance from each fore-
ground pixel to the centroid and get the average value of
all these distances.
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TABLE I
TWELVE PRIMITIVE OPERATORS

Fig. 5. Computation of fitness of jth composite operator of ith subpopulation.

The average values of minimum, maximum and average dis-
tance features of all the 1048 clutter SAR images are approxi-
mately 40.0, 70.0, and 60.0, respectively. Their corresponding
values of the 1048 object SAR images are 3.8, 26.7, and 11.5, re-
spectively. It can be seen that the feature values of the clutters are
larger than those of the objects. This result is reasonable, since
the bright pixels of a natural clutter tend to be widely separated.

i) Moment Features (Features 18–20): Three moment
features are extracted from each binary image. All three mo-
ments are central moments, so before computing moment
features, the centroid of all the foreground pixels in a binary
image is computed. The central moments can be expressed as:

(5)

where is the centroid and and are integers.
Moments , and are also called horizontal, vertical

and diagonal second-order moment features, respectively. The
average values of horizontal, vertical and diagonal second-order
moment features of all the 1048 clutter SAR images are approx-
imately 910.0, 910.0, and 374 020.0, respectively. Their corre-
sponding values of the 1048 object SAR images are 80.5, 46.7,
and 4021.6, respectively. It can be seen that the feature values
for the clutters are much larger than those for the objects. This
result is reasonable, since the bright pixels of a natural clutter
tend to be widely separated.

2) The Set of Primitive Operators: A primitive operator
takes one or two real numbers, performs a simple operation on
them and outputs the result. Currently, 12 primitive operators
shown in Table I are used, where a and b are real numbers and
input to an operator and c is a constant real number stored in
an operator.

3) The Fitness Measure: The fitness of a composite oper-
ator vector is computed in the following way: apply each com-
posite operator of the composite operator vector on the primi-
tive features of training images to obtain composite feature vec-
tors of training images and feed them to a Bayesian classifier.
Note that not all the primitive features are necessarily used in
feature synthesis. Only the primitive features that appear in the
leaf nodes of the composite operator are used to generate com-
posite features. The recognition rate of the classifier is the fit-
ness of the composite operator vector. To evaluate a composite
operator evolved in a subpopulation (see Fig. 5), the composite
operator is combined with the current best composite opera-
tors in other subpopulations to form a complete composite op-
erator vector where composite operator from the th subpopu-
lation occupies the th position in the vector and the fitness of
the vector is defined as the fitness of the composite operator
under evaluation. The fitness values of other composite oper-
ators in the vector are not affected. When subpopulations are
initially generated, the composite operators in each subpopu-
lation are evaluated individually without being combined with
composite operators from other subpopulations. In each gen-
eration, the composite operators in the first subpopulation are
evaluated first, then the composite operators in the second sub-
population, and so on.

4) Parameters and Termination: The key parameters are
the number of subpopulations , the population size , the
number of generations , the crossover and mutation rates, and
the fitness threshold. GP stops whenever it finishes the specified
number of generations or the performance of the Bayesian
classifier is above the fitness threshold. After termination, CGP
selects the best composite operator of each subpopulation to
form the learned composite operator vector to be used in testing.
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B. Selection, Crossover, and Mutation

The CGP searches through the space of composite operator
vectors to generate new composite operator vectors. The search
is performed by selection, crossover and mutation operations.
The initial subpopulations are randomly generated. Although
subpopulations are cooperatively evolved (the fitness of a com-
posite operator in a subpopulation is not solely determined by
itself, but affected by the composite operators from other sub-
populations), selection is performed only on composite oper-
ators within a subpopulation and crossover is not allowed be-
tween two composite operators from different subpopulations.

• Selection: The selection operation involves selecting com-
posite operators from the current subpopulation. In this
paper, tournament selection is used and the tournament
size is 5. The higher the fitness value, the more likely the
composite operator is selected to survive.

• Crossover: Two composite operators, called parents, are
selected on the basis of their fitness values. The higher the
fitness value, the more likely the composite operator is se-
lected for crossover. One internal node in each of these two
parents is randomly selected, and the two subtrees rooted
at these two nodes are exchanged between the parents to
generate two new composite operators, called offspring. It
is easy to see that the size of one offspring (i.e., the number
of nodes in the binary tree representing the offspring) may
be greater than both parents if crossover is implemented
in such a simple way. To prevent code bloat, we specify a
maximum size of a composite operator (called max-oper-
ator-size). If the size of one offspring exceeds the max-op-
erator-size, the crossover is performed again. If the size of
an offspring still exceeds the max-operator-size after the
crossover is performed ten times, GP selects two subtrees
of same size (i.e., the same number nodes) from two par-
ents and swaps the subtrees between the parents. These
two subtrees can always be found, since a leaf node can
be viewed as a subtree of size 1.

• Mutation: To avoid premature convergence, mutation
is introduced to randomly change the structure of some
composite operators to maintain the diversity of subpop-
ulations. Candidates for mutation are randomly selected
and the mutated composite operators replace the old ones
in the subpopulations. There are three mutations invoked
with equal probability:

1) Randomly select a node of the composite operator and re-
place the subtree rooted at this node by another randomly
generated binary tree.

2) Randomly select a node of the composite operator and re-
place the primitive operator stored in the node with an-
other primitive operator randomly selected from the prim-
itive operators of the same number of input as the replaced
one.

3) Randomly select two subtrees of the composite operator
and swap them. Of course, neither of the two subtrees can
be a subtree of the other.

C. Generational Coevolutionary GP

Generational CGP is used to evolve composite operators. The
GP operations are applied in the order of crossover, mutation

and selection. The composite operators in the initial subpopu-
lations are randomly generated. A composite operator is gener-
ated in two steps. In the first step, the number of internal nodes
of the tree representing the composite operator is randomly de-
termined as long as this number is smaller than half of max-op-
erator-size. Suppose the tree has internal nodes. The tree is
generated from top to bottom by a tree generation algorithm.
The root node is generated first and the primitive operator stored
in the root node is randomly selected. The selected primitive
operator determines the number of children the root node has.
If it has only one child, the algorithm is recursively invoked
to generate a tree of internal nodes; if it has two chil-
dren, the algorithm is recursively invoked to generate two trees
of and internal nodes, respectively.
In the second step, after all the internal nodes are generated, the
leaf nodes containing primitive features are attached to those in-
ternal nodes that are temporarily the leaf nodes before the real
leaf nodes are attached. The number of leaf nodes attached to
an internal node is determined by the primitive operator stored
in the internal node. In addition, an elitism replacement method
is adopted to keep the best composite operator from generation
to generation.

� Generational CGP:

0. randomly generate N subpopulations of size M and evaluate each

composite operator in each subpopulation individually.

1. for gen = 1 to G do

2. for i = 1 to N do

3. keep the best composite operator in subpopulation P .

4. perform crossover on the composite operators in P until the crossover

rate is satisfied and keep all the offspring from crossover.

5. perform mutation on the composite operators in P and the offspring

from crossover with the probability of mutation rate.

6. perform selection onP to select some composite operators and combine

them with the composite operators from crossover to get a new subpopulation

P of the same size as P .

7. evaluate each composite operator C in P .

To evaluate C , select the current best composite operator in each of

the other subpopulations, combine C with those N � 1 best composite oper-

ators to form a composite operator vecter where composite operator from the

kth subpopulation occupy the kth position in the vector (k = 1; . . . ; N). Run

the composite operator vector on the primitive features of the training images to

get composite feature vectors and use them to build a Bayesian classifier. Feed

the composite feature vectors into the Bayesian classifier and let the recognition

rate be the fitness of the composite operator vector and the fitness of C .

8. perform elitism replacement.

let the best composite operator from P replace the worst composite

operator in P and let P = P

9. Form the current best composite operator vector consisting of the best

composite operators from corresponding subpopulations and evaluate it. If its

fitness is above the fitness threshold, goto 10.

endfor // loop 2 iterates on each subpopulation. after a new subpopulation

is generated, the best composite feature vector is changed and we need to find

the best composite feature vector and evaluate it to determine if CGP can be

terminated

endfor // loop 1 iterates on each generation.

10. select the best composite operator from each subpopulation to form the

learned composite operator vector and output it.
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TABLE II
PARAMETERS OF CGP USED THROUGHOUT THE EXPERIMENTS

D. Bayesian Classifier

For each class ( , or in this paper),
a Bayesian classifier is generated based on CGP-learned com-
posite features. A Bayesian classifier consists of a mean feature
vector and a covariance matrix of feature vectors of class .
Suppose are the feature vectors extracted from

training images of class , then the mean feature vector and
the covariance matrix are computed by

(6)

During testing, for a feature vector from a testing image, we
compute distance and assign
the object in the testing image to the class corresponding to the
smallest distance. Here, we assume that the prior probability
of each class is equal. For details on Bayesian classifier, please
refer to [10].

IV. EXPERIMENTS

Various experiments are performed to test the efficacy of GP
in generating composite features for object recognition. In this
paper, we show some selected examples. All the images used
in the experiments are real synthetic aperture radar (SAR) im-
ages. These images are divided into training and testing im-
ages. Twenty primitive features are extracted from each SAR
image. CGP runs on primitive features from training images
to generate a composite operator vector and a Bayesian classi-
fier. The composite operator vector and the Bayesian classifier
are tested against the testing images. It is worth noting that the
ground-truth is used only during training. The experiments are
categorized into three classes: 1) distinguishing man-made ob-
jects from natural clutters; 2) distinguishing between three kinds
of man-made objects; and 3) distinguishing between five kinds
of man-made objects. For the purpose of objective comparison,
CGP is invoked ten times for each experiment with the same
set of parameters and the same set of training images. Only the
average performances are used for comparison. Some of the pa-
rameters of CGP used throughout the experiments are shown in
Table II. The max-operator-size is 10 in experiment 1 and 20 in
experiments 2 and 3. The real number c stored in primitive oper-
ators ADDC, SUBC, MULC, and DIVC can be any real number
from to 20. When mutation is performed on these primitive
operators, the value c stored in these primitive operators may be
changed.

A. Distinguish Object From Clutter

• Data: The data used here are the same as those used
in [11]. From MSTAR (Moving and Stationary Target
Acquisition and Recognition) public real SAR images,

Fig. 6. Example object and clutter SAR images. (a) Object image. (b) Natural
clutter image.

Fig. 7. Recognition rates of 20 primitive features.

1048 SAR images containing objects and 1048 SAR
images containing natural clutters are generated. These
images have size 120 120 and are called object im-
ages and clutter images, respectively. An example object
image and clutter image are shown in Fig. 6, where white
spots indicate scatterers with high magnitude. 300 object
images and 300 clutter images are randomly selected as
training images and the rest is used in testing.

• Experiment 1: First, the effectiveness of each primitive
feature in discriminating the objects from the clutters is ex-
amined. Each kind of primitive features from the training
images is used to train a Bayesian classifier and the clas-
sifier is tested against the same kind of primitive features
from the testing images. The results are shown in Fig. 7
and Table III. Feature contrast brightness of blob (9) is the
best one with recognition rate 0.98.

To show the efficacy of CGP in synthesizing effective
composite features, we consider three cases: only the
worst two primitive features [blob inertia (6) and mean
values of pixels within blob (8)] are used by CGP; five bad
primitive features [blob inertia (6), mean values of pixels
within blob (8), moments (18), (19) and
(20) of scatters] are used by CGP; ten common features
(primitive features 11 to 20) not specifically designed
to process SAR images are used by CGP during feature
synthesis. The number of subpopulations is 3, which
means the dimension of the composite feature vectors is
3. CGP is invoked ten times with the same parameters.
The average recognition performance over ten runs is
shown in Table IV (first row) and Fig. 8, where 2f means
only features (6) and (8) are used as primitive features
(case 1), 5f means features 6, 8, 18, 19, and 20 are used
(case 2) and 10f means only ten common features are
used in feature synthesis (case 3). In Fig. 8, the horizontal
coordinates are the number of primitive features used in
synthesis and the vertical coordinates are the recognition
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TABLE III
RECOGNITION RATES OF 20 PRIMITIVE FEATURES

Fig. 8. Experimental results with three subpopulations.

rates. The bins on the left show the training results and
those on the right show the testing results. The numbers
above the bins are the average recognition rates over
ten runs. Then the number of subpopulation is increased
to five. The same two, five, and ten primitive features
are used by CGP to evolve composite features. The av-
erage recognition performance over ten runs is shown in
Table IV (second row) and Fig. 9. The performance of
synthesized composite features is worse than the feature
set selected by GA in [11]. It is reasonable, since in [11],
a MDL-based GA is applied to select a set of features
from all the 20 primitive features to distinguish objects
from clutter, and effective features are always selected
by GA. In this paper, we deliberately let CGP synthesize
composite features from ten common features not specif-
ically designed for SAR images or from two or five worst
primitive features selected from 20 primitive features.

From Figs. 8 and 9, it can be seen that composite fea-
ture vectors synthesized by CGP are very effective. They
are much better than the primitive features upon which
they are built. Actually, if both features 6 and 8 from the
training images jointly form two-dimensional (2-D) prim-
itive feature vectors to train a Bayesian classifier for recog-
nition, the recognition rates on training and testing data
are 0.625 and 0.668, respectively; if features 6, 8, 18, 19,
and 20 jointly form 5-dimensional primitive feature vec-
tors, the recognition rates on training and testing data are
0.908 and 0.947, respectively; if all the ten common prim-
itive features are used, the recognition rates on training
and testing data are 0.963 and 0.978, respectively. These
results are shown in Table IV (third row), where 2f, 5f,
and 10f indicate both the primitive features used and the
dimension of primitive feature vectors. The average recog-
nition rates of composite feature vectors are better than all

Fig. 9. Experimental results with five subpopulations.

of the above results and this is the value of using CGP
for feature synthesis. Fig. 10 shows the composite oper-
ator vector evolved by CGP maintaining three subpopu-
lations in the sixth run when five primitive features are
used, where PF means the primitive feature and so on.
In Fig. 10, the least effective feature (feature 8) is used
by the effective composite operator evolved by CGP. This
phenomenon is not uncommon, since a feature is not iso-
lated from other features and the interaction of features
(covariance) is complicated. Sometimes, a feature is not
effective if it is used alone, but when it is used in combi-
nation with other features, the high recognition rate may
be achieved. At this time, all these features form an effec-
tive feature set.

From Figs. 8 and 9, it can be seen that composite feature
vectors synthesized by CGP are very effective. They are much
better than the primitive features upon which they are built. Ac-
tually, if both features 6 and 8 from the training images jointly
form two-dimensional (2-D) primitive feature vectors to train
a Bayesian classifier for recognition, the recognition rates on
training and testing data are 0.625 and 0.668, respectively; if
features 6, 8, 18, 19, and 20 jointly form 5-dimensional primi-
tive feature vectors, the recognition rates on training and testing
data are 0.908 and 0.947, respectively; if all the ten common
primitive features are used, the recognition rates on training and
testing data are 0.963 and 0.978, respectively. These results are
shown in Table IV (third row), where 2f, 5f, and 10f indicate
both the primitive features used and the dimension of primitive
feature vectors. The average recognition rates of composite fea-
ture vectors are better than all of the above results and this is
the value of using CGP for feature synthesis. Fig. 10 shows the
composite operator vector evolved by CGP maintaining three
subpopulations in the sixth run when five primitive features are
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TABLE IV
PERFORMANCE OF COMPOSITE AND PRIMITIVE FEATURES ON OBJECT/CLUTTER DISCRIMINATION

Fig. 10. Composite operator vector learned by CGP. (a) Composite operator 1. (b) Composite operator 2. (c) Composite operator 3.

used, where PF means the primitive feature and so on. In
Fig. 10, the least effective feature (feature 8) is used by the ef-
fective composite operator evolved by CGP. This phenomenon
is not uncommon, since a feature is not isolated from other fea-
tures and the interaction of features (covariance) is complicated.
Sometimes, a feature is not effective if it is used alone, but when
it is used in combination with other features, the high recogni-
tion rate may be achieved. At this time, all these features form
an effective feature set.

B. Recognize Objects

• Data: Five objects (BRDM2 truck, D7 bulldozer, T62
tank, ZIL131 truck, and ZSU anti-aircraft gun) are used
in the experiments. For each object, 210 real SAR images
under 15 -depression angle and various azimuth angles
between 0 and 359 are collected from moving and
stationary target acquisition and recognition (MSTAR)
public data. Fig. 11 shows one optical and four SAR
images of each object. From Fig. 11, we can see that it is
not easy to distinguish SAR images of different objects.
Since SAR images are very sensitive to azimuth angles
and training images should represent the characteristics of
an object under various azimuth angles, 210 SAR images
of each object are sorted in the ascending order of their
azimuth angles and the first, fourth, seventh, tenth SAR
images and so on are selected for training. Thus, for each
object, 70 SAR images are used in training and the rest is
used in testing.

• Experiment 2—Discriminate three objects: CGP syn-
thesizes composite features to recognize three objects:
BRDM2, D7, and T62. First, the effectiveness of each
primitive feature in discriminating these three objects is
examined. The results are shown in Table V and Fig. 12.
Feature mean values of pixels within blob (8) is the best
primitive feature with recognition rate 0.73. Three series
of experiments are performed in which CGP maintains
three, five, and eight subpopulations to evolve three-di-
mensional (3-D), five-dimensional (5-D), and eight-di-
mensional (8-D) composite feature vectors, respectively.

The primitive features used in the experiments are all
the 20 primitive features and ten common primitive fea-
tures (primitive features 11 to 20). The average recogni-
tion rates of 3-D, 5-D, and 8-D composite feature vectors
over ten runs are shown in Table VI and Figs. 13–15,
where 10f and 20f mean primitive features 11 to 20 and
all the 20 primitive features, respectively. The bins on
the left show the training results and those on the right
show the testing results. The numbers above the bins are
the average recognition rates over ten runs.

From Figs. 13–15, it can be seen that the learned com-
posite feature vectors are more effective than primitive
features. If all the 20 primitive features from the training
images are used to form 20-dimensional primitive feature
vectors to train a Bayesian classifier for recognition, the
recognition rates on training and testing data are 0.995
and 0.96, respectively. This result is a little bit better than
the average performance shown in Figs. 13 (0.94) and
14 (0.96), but the dimension of the feature vector is 20.
However, the dimensions of composite feature vectors in
Figs. 13 and 14 are just 3 and 5 respectively. If the dimen-
sion of composite feature vector is increased to 8, the CGP
results are better. If the last ten primitive features are used,
the recognition rates on training and testing data are 0.86
and 0.81, respectively. From these results, we can see that
the effectiveness of the primitive features has an impor-
tant impact on that of the composite features synthesized
by CGP. In general, with more effective primitive features,
CGP can synthesize more effective composite features.
Fig. 16 shows the composite operator vector evolved by
CGP with five subpopulations in the tenth run using 20
primitive features. The size of the first and second com-
posite operators is 20. The size of the third one and last
one are 9 and 15, respectively. The fourth composite op-
erator is just primitive feature 11. The primitive features
used by the learned composite operator vector are primi-
tive features 2, 3, 4, 5, 6, 7, 8, 11, 12, 14, 18, 19, 20. If all
these 13 primitive features form 13-dimensional (13-D)
primitive feature vectors for recognition, the recognition
rate is 0.96.
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Fig. 11. Five objects used in recognition. (a) Optical and SAR images of BRDM2. (b) Optical and SAR images of D7. (c) Optical and SAR images of T62.
(d) Optical and SAR images of ZIL. (e) Optical and SAR images of ZSU.

Fig. 12. Recognition rates of 20 primitive features.

Fig. 13. Recognition rates with three subpopulations.

• Experiment 3—Discriminate five objects: With more
objects added, the recognition becomes more difficult.
This can be seen from Table VII and Fig. 17, which show
the effectiveness of each primitive feature in discrimi-
nating these five objects. Feature blob mass (4) is the
best primitive feature with recognition rate 0.49. If all
the 20 primitive features from the training images are

Fig. 14. Recognition rates with five subpopulations.

Fig. 15. Recognition rates with eight subpopulations.

used jointly to form 20-dimensional primitive feature
vectors to train a Bayesian classifier for recognition, the
recognition rates on training and testing are 0.91 and 0.81,
respectively; if only the ten common primitive features
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Fig. 16. Composite operator vector learned by CGP with five subpopulations. (a) Composite operator 1. (b) Composite operator 2. (c) Composite operator 3.
(d) Composite operator 4. (e) Composite operator 5.

TABLE V
RECOGNITION RATES OF 20 PRIMITIVE FEATURES

TABLE VI
PERFORMANCE OF COMPOSITE AND PRIMITIVE FEATURES ON THREE-OBJECT DISCRIMINATION

Fig. 17. Recognition rates of 20 primitive features.

are used, the recognition rates on training and testing data
are 0.74 and 0.62, respectively. Composite features built
on the primitive features 11 to 20 are not very effective,
since these ten primitive features are common features
and are not designed with the characteristics of SAR
images taken into consideration.

Two series of experiments are performed in which CGP
maintains five and eight subpopulations to evolve 5-D and
8-D composite feature vectors for recognition. The primi-
tive features used in the experiments are 20 primitive fea-

tures and ten common primitive features. The max-oper-
ator-size is 20. The average recognition rates of 5-D and
8-D composite feature vectors over ten runs are shown in
Table VIII and Fig. 18. The left two bins in columns 10f
and 20f correspond to five subpopulations and the right
two bins correspond to eight subpopulations. The bins
showing the training results are to the left of those showing
the testing results. The numbers above the bins are the av-
erage recognition rates over ten runs.

From Fig. 18, we can see that when the dimension of
the composite feature vector is 8, the performance of the
composite features is good and it is better than using all
20 (0.81) or ten(0.62) primitive features upon which the
composite features are built. When the dimension of the
composite feature vector is 5, the recognition is not satis-
factory when using just ten common features as building
blocks. Also, when the dimension is 5, the average perfor-
mance is a little bit worse than using all 20 or ten primitive
features, but the dimension of the composite feature vector
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TABLE VII
RECOGNITION RATES OF 20 PRIMITIVE FEATURES

Fig. 18. Recognition rates with five (left two bins) and eight (right two bins)
subpopulations.

TABLE VIII
PERFORMANCE OF COMPOSITE AND PRIMITIVE FEATURES ON

FIVE-OBJECT DISCRIMINATION

is just one-fourth or half of the number of primitive fea-
tures, saving a lot of computational burden in recognition.
When all the 20 primitive features are used and CGP has
eight subpopulations, the composite operators in the best
composite operator vector evolved have sizes 19, 1, 16, 19,
15, 7, 16, and 6, respectively and they are shown in Fig. 19.
The primitive features used by the synthesized composite
operator vector are primitive features 2, 3, 4, 5, 8, 9, 10, 11,
12, 13, 14, 15, 16, 18, 19, and 20. If all these 16 primitive
features from the training images directly form 16-dimen-
sional primitive feature vectors to train a Bayesian clas-
sifier for recognition, the recognition rate is 0.80 on the
testing images, which is lower than the average perfor-
mance of the composite feature vector shown in Fig. 18.

C. Comparison With Other Classification Algorithms

In Sections IV-A and B, the effectiveness of CGP-learned
composite features is reported and compared with that of orig-
inal primitive features. The comparison shows that CGP-learned
composite features are more effective in object recognition. In
this section, the performance of CGP-based approach proposed
in this paper is compared with other four classical classifica-
tion algorithms: multilayer feedforward neural networks trained
with: a) backpropagation algorithm; b) stochastic backpropa-
gation algorithm; c) stochastic backpropagation algorithm with

momentum; and d) C4.5 classification algorithm. For a detailed
description of these algorithms, please refer to [13] and [14].

Multilayer feed forward neural networks used in this paper
have three layers—the output layer, the hidden layer and the
input layer. The output layer has only one output node and the
hidden layer has three, five, or eight nodes. A node of input layer
contains a primitive feature and the number of nodes in the input
layer is equal to the number of primitive features used in the
recognition. The activation function of nodes in the output and
hidden layers is

where

and (7)

The inputs to the neural networks are normalized primitive
features. The primitive features from training images and
testing images are normalized separately. The normalization is
performed by the following formula:

(8)

where are the feature values of
original primitive feature ( or ) and

are the corresponding normalized
feature values, is the number of training or testing images,

and are the mean and standard deviation of these
feature values. The reason for feature normalization is that the
values of some primitive features are very large, making the
value of overflow. For the details, please see [13], [14]. The
weight values of connections between nodes of different layers
are initialized with small randomly generated real numbers
in the range of . The learning rate of backprop-
agation algorithms is 0.1 and the momentum of stochastic
backpropagation algorithm with momentum is 0.5. Backprop-
agation algorithms stop when they finish 300 weight-update
loops or when the recognition rate on training data is above
0.9, whichever occurs first. The best recognition rate and its
associated weight values are kept from loop to loop, and the
trained neural network (the one with the best recognition rate)
is applied to the testing data. In each experiment, backpropaga-
tion algorithms are invoked ten times with the same parameters
and input data to train a neural network. For the purpose of
objective comparison, only the average results over ten runs are
reported. The original backpropagation algorithm sometimes
constructs a neural network with very bad performance (below
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Fig. 19. Composite operator vector learned by CGP. (a) Composite operator 1. (b) Composite operator 2. (c) Composite operator 3. (d) Composite operator 4.
(e) Composite operator 5. (f) Composite operator 6. (g) Composite operator 7. (k) Composite operator 8.

TABLE IX
AVERAGE RECOGNITION PERFORMANCE OF MULTILAYER NEURAL NETWORKS TRAINED BY BACKPROPAGATION ALGORITHM (THREE OBJECTS)

0.1) due to the gradient descent convergence to a poor local
minimum point. We do not use the results from these runs in
the calculation of average performance and invoke the back-
propagation algorithm to perform training again.

The input to C4.5 algorithm is the original set of primitive
features, not the normalized ones. For a particular primitive fea-
ture, if it has at most ten unique feature values among the fea-
ture values extracted from training images, it is treated as a dis-
crete feature; otherwise, it is treated as a continuous feature [14].
Since C4.5 is a deterministic algorithm, it is invoked only once
in each experiments.

Four experiments are performed: distinguishing between
three objects using all the 20 primitive features or ten common
primitive features; distinguishing between five objects using
all the 20 primitive features or ten common primitive features.
As previously stated, in each experiment, the backpropagation
is invoked ten times to train ten neural networks, the average
recognition rates of trained multilayer neural networks with
three, five, and eight hidden layers are shown in Tables IX and
X, where 10f means using the primitive features 11 to 20 and
20f means using all the primitive features. Tables IX and X
show the performance on distinguishing three and five objects,
respectively.

From the above tables, it can be seen that the CGP-based
approach proposed in this paper outperforms backpropagation
and C4.5 algorithms and C4.5 algorithm is more effective than
backpropagation algorithms (Table XI). Stochastic backpropa-
gation and stochastic backpropagation with momentum outper-
form the original backpropagation algorithm, since the original

backpropagation algorithm is more likely to converge to some
local minimum points, yielding a neural network with poor per-
formance. According to our experiments, three hidden nodes are
enough, increasing the number of hidden nodes to 5 or 8 does
not increase the performance significantly. In fact, sometimes it
decreases the recognition performance.

D. Discussions

The above experiments (experiments 1, 2, and 3) demonstrate
the following.

• It is important to introduce domain knowledge by defining
the primitive features into the feature synthesis for ob-
ject recognition. In these experiments, we compare the
effectiveness of composite features built on the primitive
features encoding domain knowledge (the characteristics
of SAR imagery in this paper) and the effectiveness of
composite features built only on common and domain-in-
dependent primitive features. The comparison shows
that with primitive features encoding domain knowledge,
more effective composite features can be generated in the
feature synthesis. It is also observed from the experiments
that with primitive features encoding domain knowledge,
CGP can evolve effective composite features within a
fewer number of generations, thus, improving the effi-
ciency of CGP search.

• In general, the effectiveness of composite features learned
by CGP is dependent on the effectiveness of primitive
features. With more effective primitive features available,
more effective composite features can be generated by



170 IEEE TRANSACTIONS ON SYSTEMS, MAN, AND CYBERNETICS—PART C: APPLICATIONS AND REVIEWS, VOL. 35, NO. 2, MAY 2005

TABLE X
AVERAGE RECOGNITION PERFORMANCE OF MULTILAYER NEURAL NETWORKS TRAINED BY BACKPROPAGATION ALGORITHM (FIVE OBJECTS)

TABLE XI
RECOGNITION PERFORMANCE OF C4.5 CLASSIFICATION ALGORITHM

CGP. But this does not mean that ineffective primitive
features are never used by CGP in the feature synthesis.
As Fig. 10 shows, the ineffective feature (primitive fea-
ture 8) is used to synthesize effective composite features.
The reason for the use of one or more ineffective primi-
tive features in the synthesis of effective composite fea-
tures is due to the interaction between primitive features.
Although some features are ineffective when used alone,
they can be elements of a primitive feature set that is the
build block for effective composite features.

• CGP is a viable tool to synthesize effective composite
features from primitive features for object recognition.
In general, the synthesized composite features are more
effective than the primitive features from which they are
built, although there are a few exceptions in our exper-
iments. In experiment 1, the learned composite features
outperform the primitive features or any combination of
primitive features upon which they are evolved, although
the improvement in recognition rate is not significant
when all the ten common primitive features are used to
synthesize composite features, since the performance
of these ten primitive features, when used together, is
already very good (0.96 in training and 0.98 in testing).
In experiment 2, when 8-D composite feature vectors
are evolved or when only ten common primitive features
are used in feature synthesize, the synthesized composite
features are more effective. But when all the 20 primitive
features are used and the dimension of composite feature
vectors is five or three, the performance of primitive
features is a little bit higher. However, the dimension of
primitive feature vectors is 20, much higher than that
of composite feature vectors, which is five or three. In
experiment 3, when 8-D composite feature vectors are
evolved, the synthesized composite features produce
better recognition results. But if the dimension of com-
posite feature vectors is 5, the 10- or 20-dimensional
primitive feature vectors yield better performance. Since
there is much randomness involved in CGP, we can still
conclude that CGP may evolve composite features that are
more effective than the primitive ones upon which they
are evolved. More importantly, to achieve the same or
similar recognition rate, the number of composite features
needed is smaller than the number of primitive features

needed (one-fourth or half), reducing the computational
expense during run-time recognition. Thus, the composite
features outperform the primitive ones.

V. CONCLUSION

This paper investigates synthesizing composite features for
object recognition. Our experimental results using real SAR im-
ages show that CGP can evolve composite features that are more
effective than the primitive features upon which they are built,
although sometimes the improvement in recognition rate may
not be significant. To achieve the same recognition performance
of primitive features, fewer composite features are needed and
this reduces the computational burden during recognition. From
the experimental results, it can be seen that primitive features
that provide domain knowledge for the evolutionary process
have a substantial impact on the goodness of the synthesized
composite features. Although the effectiveness of synthesized
composite features is not solely dependent on the effectiveness
of primitive features, on the average, if primitive features do
not capture the characteristics of the objects to be recognized, it
is difficult for CGP to synthesize effective composite features.
Thus, it is still very important to design effective primitive fea-
tures. We cannot entirely rely on CGP to generate good features.
However, designing effective primitive features needs human
ingenuity. If human experts lack insight into the characteristics
of the objects to be detected and recognized, they may not figure
out effective primitive features. Currently, there is only one ob-
ject in an image or a ROI during recognition, so all the features
come from the same object. If there are multiple overlapped ob-
jects in an image or a ROI, the recognition becomes much more
difficult. Some of the features of an object may not be avail-
able due to occlusion and we need to distinguish features from
different objects before these features are fed into a classifier.
Recognizing multiple overlapped objects is a challenging future
research topic.
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