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Active Concept Learning in Image Databases

Anlei Dong and Bir Bhanu, Fellow, IEEE

Abstract—Concept learning in content-based image retrieval
systems is a challenging task. This paper presents an active con-
cept learning approach based on the mixture model to deal with
the two basic aspects of a database system: the changing (image
insertion or removal) nature of a database and user queries.
To achieve concept learning, we a) propose a new user directed
semi-supervised expectation-maximization algorithm for mixture
parameter estimation, and b) develop a novel model selection
method based on Bayesian analysis that evaluates the consistency
of hypothesized models with the available information. The anal-
ysis of exploitation versus exploration in the search space helps to
find the optimal model efficiently. Our concept knowledge trans-
duction approach is able to deal with the cases of image insertion
and query images being outside the database. The system handles
the situation where users may mislabel images during relevance
feedback. Experimental results on Corel database show the effi-
cacy of our active concept learning approach and the improvement
in retrieval performance by concept transduction.

Index Terms—Concept transduction, mixture model, model
selection, relevance feedback, semi-supervised expectation-maxi-
mization (SS-EM) algorithm.

1. INTRODUCTION

N RECENT years, content-based image retrieval (CBIR) [1]

has received widespread research interest in the fields of
computer vision and pattern recognition and their applications.
Based on the visual features (such as color, texture, and shape)
extracted from images, CBIR systems attempt to cater to the
needs of users who want to retrieve images belonging to their
desired concepts in mind.

The relevance feedback mechanism [2] makes it possible for
CBIR systems to learn human concepts since users provide some
positive and negative image labeling information, which helps
systems to dynamically adapt and update the relevance of images
to be retrieved. The main techniques in relevance feedback
include query shifting [3], relevance estimation [4], [5], and
Bayesian inference [6]. The technique of support vector machine
is also proposed for image retrieval [7]. These methods learn
concepts in a single relevance feedback session only. They do not
learn concepts in the feature space systematically. Furthermore,
once the user is done with a query and starts a new query, the
meta knowledge gained by the systems with previous queries is
lost. Meta knowledge is the experience of each query image with
various users. This experience consists of the classification of
each image into various classes (clusters), relevances (weights)
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of features and the number of times this image is selected as a
query and marked as positive or negative.

Since real image databases experience retrievals from many
users, it is possible to exploit previous retrieval experiences
(meta knowledge) to learn and refine visual concepts. Some
CBIR systems exploiting meta knowledge for concept learning
and retrieval improvement have appeared recently. Yin et al. [8]
combine traditional relevance feedback methods with the tech-
nique of virtual feature which is derived from long-term retrieval
experience. The image dissimilarity measure can be adapted dy-
namically depending on the estimate of the relevance probability
derived from the virtual feature. Fournier and Cord [9] combine
users’ annotations in parallel with the content-based similarity
which is called the compound query technique. Bhanu and Dong
[10] integrate feature relevance learning with fuzzy clustering
which partitions the image database for efficient indexing with
the help of meta knowledge. In all these works, with retrieval
experiences in conjunction with relevance feedback, the concept
learning is improved, which helps to capture users’ desired
concepts more precisely and, thus, future retrieval performance
is improved. However, this process necessitates a model for the
learning process; otherwise, it is only empirical.

A pioneering work in the related field of information retrieval
with the strict model is presented by Yu ef al. [11], who de-
vised a statistical model for relevance feedback. They gave a
theoretical proof that the query shifting formula can improve
retrieval performance and justified how the values of parame-
ters in this formula affect this improvement. In image retrieval
research, few statistical models have been developed for strict
theoretical analysis of concept learning. Vasconcelos [12], [13]
analyzed the probabilistic image retrieval model based on mix-
ture densities for the quality of the solution and computational
complexity. However, the exploitation of meta knowledge is
not considered for the model. Barnard and Forsyth [14] orga-
nized images (with associated words) by a hierarchical model
for browsing and searching. In their work, some images are used
to train the clustering directly; however, this training stage is un-
reliable since the training data set may not represent the image
distribution of the entire database, especially when some im-
ages are added or removed during the database lifetime. Table I
compares our concept learning approach presented in this paper
with these two works. Our system distinguishes from them as
it gradually improves concept learning based on multiple users’
relevance feedback in the long term, instead of estimating the
model only at one time.

In this paper, we model the database image distribution in
feature space as a mixture of Gaussian densities [12], and our
task is to estimate this model (called model fitting) to achieve
concept learning. The task of concept learning is to explore the
characteristics of the features that can represent a concept as
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TABLE 1
COMPARISON OF MIXTURE-MODEL-BASED RESEARCH FOR IMAGE DATABASES. THE SYMBOL & STRESSES THE ADVANTAGES OF OUR SYSTEM

Characteristics Vasconcelos [12][13] | Barnard and Forsyth [14] | Dong and Bhanu
(this paper)

e Databasc images images with words images

e Dynamic no no & yes

o Relevance Feedback yes no yes

e Users’ Labelling Noise no N/A @ process and collect
during Relevance Feedback knowledge to deal with

© Model Selection no no @ automatic

o Mixture Parameter standard EM standard EM with & user directed
Estimation training data initially SS-EM algorithm

Active Concept Learning

retrieval system

Model selection
Parameter estimation

i model
query images

selection l T

retrieval
experiences

feedbacks!

— )
users '

Database
images, features and model

removed images

retrieved images

| v 1

inserted images

Concept Knowledge
Transduction

Fig. 1.

perceived by various users. Specifically, for our Gaussian mix-
ture model assumption, concept learning estimates the param-
eters (class prior probability, mean and covariance matrix) for
the Gaussian corresponding to a concept. Fig. 1 illustrates our
system framework for concept learning and transduction.

One of the major approaches to estimate (finite) mixture
model (including Gaussian mixture model) is to use expecta-
tion-maximization (EM) algorithm to estimate mixture model
parameters ([15]). However, this estimation is based on the
availability of the number of components in the mixture model.
Usually, the number of components is unknown, and we have
to estimate this number (called model selection). Thus, the
fitting task for mixture model generally consists of two steps: 1)
model selection; and 2) parameter estimation. Model selection
is the prerequisite for parameter estimation, and it is a more
challenging and unsolved task. The integration of our system
with relevance feedback mechanism makes it possible to carry
out model selection in a semi-supervised manner, which is still
an unexplored research topic to date.

The key contributions of this paper are: a) a new active
learning approach for mixture model fitting is proposed. It
includes a model selection method and a user directed semi-su-
pervised EM (SS-EM) algorithm; b) the retrieval experiences
derived from previous users’ feedback are used to achieve
concept learning, which may help to improve future retrieval
performance; and c) An efficient concept knowledge trans-
duction approach is presented to deal with the cases of image
insertion and query images being outside the database. The ap-
proaches of [8], [9] are incapable of dealing with this situation.

System diagram with active concept learning and concept knowledge transduction for dynamic image databases.

This paper is organized as follows. Section II introduces
the motivation of our work, including mixture model for
image databases, related work on semi-supervised learning,
and the key task: active concept learning. Section III presents
the technical approach including the active concept learning
achieved by our semi-supervised EM (SS-EM) algorithm (Sec-
tion III-A), active model selection based on Bayesian analysis
(Section III-D), the method to improve retrieval performance
(Section III-B) and the concept knowledge transduction method
(Section III-C). In Section IV, the experimental results on Corel
database show the efficacy of our approach. Section V provides
conclusions of the paper.

For the convenience of the readers, Table II provides the nota-
tions of the variables which will appear in this paper frequently.

II. MOTIVATION
A. Mixture Model for Image Databases

In this paper, we mainly consider those concepts which can
be represented by some low-level visual features. For such a
concept, its images may possess some similar visual features.
These images form a cluster (in the sense of some visual feature
similarity measurement) in the feature space of image databases.
It is possible that a single concept may contain images which
form multiple clusters in the feature space. Such concepts are
at higher level, and we explore them in our concept learning
approach.

In the feature space of an image database, the distribution of
image feature vectors is assumed to be a c-component mixture
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TABLE 1II
NOTATIONS OF KEY VARIABLES USED IN THE PAPER
VARIABLES NOTATIONS
X ={x1,29,...,2N} the set of IV image features in the image database
Cc={C,...,Cc} the ¢ components in mixture model for the feature space of the image database

{mipi, Ziti=1,2,...,¢
2,7 =1,2,...,N,i=1,2,...,¢c
Tiing =1,2,...,Nyi=1,2,...,c
E={xt,x"}

the proportion(7;), mean (1;), and covariance (3;) of Component ¢
component-indicator: Image j is belonging to Component ¢ (=1) or not (=0)
the estimation of z;;

a retrieval experience

(X are positive-labelled images, X'~ are negative-labelled images)

t(=0,1,2,...) the system running time

Ap and Ao the possion parameters for users’ queries (A1) and database changes (\2)
r= %1; the relative occurrence rate of users’ queries and database changes

M. _ the assumed mixture model with ¢ components

JC Jaccard coefficient (to evaluate clustering results)

model C = {Cy,...,C.}, whose probability density function
(pdf) is

fz) = Z i fi(x) ()

where x is d-dimensional feature data, f;(x) are component

densities and m; (¢ = 1,2,...,c) are component proportions
O < @ < 1and Zle m; = 1). The component densities
are specified by parameter vectors § = {f1,6s,...,6.}. In the

case of Gaussian mixture models, since the sth component pdf
is specified by its mean p; and covariance 3;,0;, = (u;, 2;),
ie.,

1
RO = Gy

1
X exp| =5 ( — pi) T8 e — )| @)

fori = 1,2,...,c.disthe feature dimensionality. Let the vector
W contain all the unknown parameters in the mixture model, i.e.,

v = (7r17"'77rg—17§T)T (3)

where ¢ contains all the parameters in 61, 6o, . . ., 6., and one of
¢ component proportion 7, is arbitrarily omitted for the reason
that the summation of 7; is one. So (1) can be rewritten as

flaz®) = om0 “
i=1

A complete review on mixture models can be found in [15].
Following the above definitions, for our image database system
with N images, the visual feature vector is d-dimensional, and
there are c concepts each of which is corresponding to one com-
ponent. We also assume that each component is characterized by
the Gaussian distribution. This assumption is consistent with the
observation that in feature space, the images belonging to one
concept form a cluster whose center attracts most of these im-
ages in its neighborhood while fewer images can be found with
distance being further away from the cluster center. The dif-
ferent covariances of the ¢ Gaussian components reflect the fact

that different concepts relate to multiple visual features to dif-
ferent extents and some of the features may not be independent.

The task of concept learning is accomplished by fitting the
mixture model, i.e., estimating the number of components ¢ and
the mixture model parameters W. From the mathematical point
of view, the mixture-based analysis defines a strict mathemat-
ical model, provides well-established statistical techniques and
a test of the validity of cluster structure. Thus, the mixture mod-
eling for image databases provides a powerful analysis tool for
concept learning.

EM algorithm: We first assume that the number of compo-
nents c is known by the system in advance. Given a set of of
N independent and identical distribution (i.i.d.) samples X' =
{z1,29,...,2n} from the model (4), the maximum likelihood
(ML) estimate of the unknown parameter vectors ; can be ob-
tained by the Expectation-Maximization (EM) approach. Set the
associated binary component-indicator vectors for X' as Z =
{#z1,22,...,2n}, where zj = (2j1,...,2j.) with

|1, ifz; is from ¢th component
Zji = h .
0, otherwise

fory = 1,2,...,N;2 = 1,2,...,c. The complete data log-
likelihood function is given by

N ¢
log L(X, Z; W) =Y zjiloglmifi(z;:0:)].  (5)

Jj=11:=1
‘The EM algorithm produces a sequence of estimates
{U(k),k = 0,1,2,...} by proceeding iteratively in two steps
(E-step and M-step) until some termination criterion is met.

J E-step: Define the conditional expectation of Z,
whose elements are defined as 7j; = E, (2ji | X) =
probguy{z;i = 1| X'}. By Bayesian theorem, it can
be derived as

B " f; (a:]-; éS’“))
w0, (%‘é éflk)) .

. M-step: Update the estimate of ¥ by

(6)

Tji

G*+D) = arg max ®(0; U*),
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Fig. 2. Data for different 3-component mixture models. (a) Well-separated components. (b) Components with overlaps.

The updated expression for component proportions
is

N (¥
p D Ej:l Tji (

¢ - i=1,....c). 7

For Gaussian mixture models, the expressions for
means and covariances are

N N

p =Y ey ®)
j=1 j=1

> (fﬂj - ﬂgk)) (wa' - ﬂgk)) .

7=1
)

N
gl(k+1) _ ZT](Zc)
7j=1

If there exists one-to-one correspondence between the mix-
ture components and the clustering groups, EM algorithm can
be viewed as an effective model-based clustering approach. To
partition the sample set X = {z1,z2,...,2y} into ¢ groups,
we need to find the associated binary component-indicator vec-
tors Z = {z1,29,...,2n} for these samples. In this sense,
(7 = 1,2,...,N,i = 1,2,...,c¢), the conditional expec-
tation of z;;, represents the estimated posterior probability that
the sample z; belongs to ¢th component, and it is analogous to
the membership element in the partition matrix as the result of
fuzzy c-means (FCM) clustering [16].

We can derive hard (versus fuzzy) clustering in a way that is
simply estimate of binary component-indicator vector z; by Z;
whose elements are defined as

. 1,
%=1 o,

forj=1,2,...,Nand: = 1,2,...,c.

Model selection: The above EM algorithm assumes that
the number of components c is already given, and it is only
mixture parameter estimation. Since c is usually unknown for
the image retrieval system, model selection is necessary. In the
traditional unsupervised cases, assuming that c is in the range

if2 = arg max(p—1,2,...c} Tjh

otherwise (10)

453
10 ”
_1 "
—010 -5 0 5 10
X1
of {Cmins - - - s Cmax }» it can be generally selected according to
some criterion function by
¢ = argméax{]:(\llc,c),c € {Cminy - -+ Cmax | | (11)

where W, is the mixture parameter estimation when the model
is assumed to contain ¢ components, and the criterion function
F(W., c) usually consists of two terms as

F(U.,c) = —log L(X, Z;¥,.) + P(c). (12)
The first term is the log-likelihood of the data for the model,
and the second term is to penalize higher values of c. Many re-
searchers attempted to select model by using various criteria,
such as minimum description length (MDL) criterion [17], min-
imum message length criterion (MML) [18], Bayesian inference
criterion (BIC) [19], and Akaike’s information criterion (AIC)
[20].

B. Semi-Supervised Learning

The traditional clustering methods such as FCM are often
frustrated by the fact the lower values of objective function do
not necessarily lead to better data partitions. This actually re-
flects the gap between numeric-oriented feature data and con-
cepts understood by humans. For a clustering task with regard
to a mixture model, if different sets of feature data belonging to
different clusters (concepts) are well separated, it is very likely
that some clustering algorithm merely based on numeric fea-
ture data may yield a good partition, e.g., Fig. 2(a). However,
if feature cannot represent human concept well enough (and
this is common for pattern recognition tasks in the real world),
it is difficult and sometimes impossible to rely on a pure fea-
ture-based clustering (unsupervised clustering) algorithm to ob-
tain satisfactory clustering result. A typical example is shown in
Fig. 2(b) where the three Gaussian components are so close that
there exist overlaps between different components.. Similarly,
the model selection methods solely based on numeric criteria
are not reliable.

The semi-supervised fuzzy c-means (SS-FCM) clustering
method attempts to overcome this limitation when the labels
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of some of the data are already known. Pedrycz et al. [21]
modify the FCM objective function as the summation of two
terms, which are related to the numeric features and labeled
data respectively. However, only a heuristic scaling factor value
is used to make balance between these two terms. In [22], the
data labeling information is heuristically embedded into the
alternating optimization (AO) process for the FCM algorithm.
For example, in the partition matrix, only the elements related
to unlabeled data are initialized and updated while the rest of
the elements are determined by the labeling information and
never updated during the AO process.

Recently, some papers on semi-supervised learning based
on mixture models have been published. Wu and Huang [23]
integrate multiple discriminant analysis (MDA) with EM
framework so that the labeled data are enlarged by deriving
“similar” samples from the unlabeled data. In this way, weak
classifiers are boosted by exploring discriminant features in a
self-supervised fashion. The nonlinear D-EM method based on
kernel multiple discriminant analysis (KMDA) which is also
proposed in [23] outperforms other supervised and semi-super-
vised learning algorithms for different visual learning tasks.
Another approach dealing with labeled and unlabeled data from
Gaussian mixture models [24], [25] is to modify the mixture
log-likelihood function as the combination of two terms: the
one for unlabeled data and the other for labeled ones.

The above mentioned semi-supervised learning approaches
assume that the labeled data belong to some specified classes
(clusters). In reality, another kind of labeling information that
“some data do NOT belong to some classes (clusters)” is also
available in many applications, and it may also help the learning.
Also the above mentioned approaches assume that the labeling
information is correct. Another lethal weakness of these ap-
proaches is that they are only for parameter estimation and do
not deal with model selection. Thus, their practical applications
are limited.

III. TECHNICAL APPROACH

In this section, we first present system events that are encoun-
tered with a relevance feedback mechanism (Section III-A),
and then define active model fitting problem (Section III-B).
This is followed by our semi-supervised EM (SS-EM) algo-
rithm (Section III-C) for mixture parameter estimation with
the assumption that the number of components is known
in advance. With the concept learning knowledge, retrieval
performance can be improved (Section III-D). Furthermore,
a concept knowledge transduction approach is proposed to
deal with the cases of image insertion and query images being
outside the database (Section III-E). We then present the active
model selection approach (Section III-F) by using Bayesian
analysis based on the previous subsections. Finally, we analyze
the computational complexity of our algorithm (Section III-G).

A. System Events

An image retrieval system with relevance feedback mecha-
nism may encounter two kinds of events at any time during the
long-term running: users’ queries and database changes (i.e.,
image insertion or removal). We model the occurrences of these

two events as Poisson random processes, whose distributions are
PIN(t) = k] = ((\t)")/(kY)e=* (k = 0,1,..., and t is the
system running time) with ¢ = 1 and 2 respectively, and N (¢)
represents the number of the event occurrences within . Note
that \; is the parameter for retrieval event, and A5 is the param-
eter for image insertion event. The ratio of the two distribution
parameters 7 = A; /Ay specifies the relative occurrence rate of
these two events.

Since different users make a variety of queries and perceive
visual content differently, they may provide different sets of
positive and negative labeling information, each of which
is defined as a retrieval experience & = {X+, X}, where
xt = {;z:ir :[:;', e ,xEJr} are labeled as belonging to (posi-
tive for) a certain but unknown concept while another portion
of samples X~ = {z7,25,...,2_} are labeled as NOT
belonging to (negative for) that unknown concept. Note that
af (i =1,2,...,NT)and z; (j = 1,2,...,N7) are visual

image feature vectors.

B. Active Model Fitting

To accomplish the task of concept learning for the image data-
base, model fitting needs to be performed over the data whose
population is continually changing due to the dynamic nature
of the database. Since retrieval experiences contain positive and
negative labeling information, they can contribute to model fit-
ting process; thus, our model fitting is done in a semi-supervised
manner. Moreover, the fitting is updated actively with the ac-
quisition of new retrieval experiences as images are added to or
removed from the database.

Assume that the true number of components in the mixture
model is known to be in the range of {cupin, - - -, Cmax }- This
range can be derived by a) implementing an unsupervised mix-
ture model fitting on the data X (e.g., [18]); b) the a priori
knowledge on this range; and c) the combination of a) and b). At
time ¢ of the system running, let the system has obtained ¢(t) re-
trieval experiences and the current image data is X'(¢), our task
is to find an optimal mixture model

~

M = arg max prob{M | X(),&1,..., &)} (13)

where () is the search space containing all possible models in
the range of {¢min, - - - ; Cmax }- The model M is specified by
the number of components ¢ and the parameter estimation U,
(defined in Section II-A). Note that when «(t) = 0, the problem
becomes the traditional unsupervised mixture model fitting task
in [18]-[20]. For convenience, we omit “(¢)” in the notations for
X (t) and ¢(t) in the following text.

C. SS-EM Algorithm

1) Short-Term SS-EM Algorithm: We first consider learning
with only a single retrieval experience £ and extend it for mul-
tiple retrieval experiences in Section III-C2. We first assume that
the component with regard to £ is already known, and let it be
the hth component with & € {1,2,...,c}. From the positive
and negative labeling information, we already know some bi-
nary component-indicator vector values such that

L[ iti=h
77710, otherwise
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fori =1,2,...,candj € J*,and z;, = Oforj € J~, where
j+ = {Jf_/?;—» . 7j]—{_f+} and j_ = {]1_7]2_7 . 7.]‘;77} are
the indices for the image in X+ and X'~ respectively. Thus, we
modify the data log-likelihood function (5) as

log L(X,Z;¥) = > Zz] log{m; fi(x;;6:)}
JET™ i=1
+ Y log{mi fu(j;6n)}

JjeJ*

+ YD zilog{mifi(x;i0:)}.

jET— i=L,iZh

In the above expression of the log-likelihood function, the
first term is with regard to those unlabeled data X, and it
is in the same form as that in (5). The second term is for the
positive labeled data X'+ whose component-indicator vectors
are already known so that there is no need to estimate them.
For the negative labeled data X'~ their component-indicator
vectors are not totally available and only one of the elements
in each vector is pre-determined to be zero. Thus, the indicator
vectors for X~ have to be estimated, as demonstrated by the
third term.

Based on the modified log-likelihood function, we can
implement EM algorithm to estimate parameters in a similar
manner as introduced in Section II-A. In E-step, for those
pre-determined binary component-indicator vector elements,
there is no need to estimate them, i.e., their estimation values
are their “real” values, i.e.,

L [t iti=h
JET7I 10, otherwise
fori = 1,2,...,cand j € J*, and 75, = 2;, = 0 for

7 € J~. For other unknown component-indicator vector el-
ements, we have to estimate them, and their estimation ex-
pression is given by (6). In M-step, the component proportion
estimation is the same as that by (7). For Gaussian mixture
components, the estimations for means and covariances are
given by (8) and (9), respectively. The result can be derived by
using Lagrangian multipliers method to optimize the modified
likelihood function, and we do not include it in this paper due
to space limitation.

From the above analysis, in the case where the cluster index
h is already known, the EM algorithm for this semi-supervised
learning task is the same as the procedure introduced in Sec-
tion II-A except that some component-indicator vector elements
are pre-determined instead of being estimated.

If the cluster index A is unknown, we can first implement un-
supervised EM algorithm on the data, and obtain the clustering
result represented by the component-indicator estimations.
Based on this initial clustering result, h can be derived from the
positive and negative labeling information using a probabilistic
method such that

h =arg max Prob(i) (14)

1=1,2,...,c
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where Prob(z) is equal to

prob(z{ € C,....ak, € Ci,zy €C;,... .z €C))

Nt N~
= H prob(z} € C;) H prob(z; & C;)
j=1 j=1
=q [T mipg IT =m0
JjeET* jeJ—
for: =1,2,...,c. Note that the identification of & is dependent

on the initial clustering result. One may argue that, if the initial
clustering is not good enough, h may be misidentified so that
the SS-EM algorithm is misled and its clustering result becomes
worse. In the following text, we discuss this problem and give
an efficient approach to overcome it.

2) Long-Term SS-EM Algorithm: The SS-EM method pre-
sented in Section III-C1 can be extended to the optimization
problem with multiple retrieval experiences.

If some images are randomly selected from a single mixture
component, it is possible that their covariance matrix is close to
the covariance of the original component [12]. Unfortunately,
the labeled images from a single retrieval are not sufficient; these
images form a very small agglomeration in feature space com-
pared to the size of a component. This requires that we refine the
mixture model fitting continuously until enough experiences are
accumulated.

In reality, users making queries on an image database do not
always have enough patience to correctly label all the images
presented to them by the system. More importantly, different
users may ascribe the same image to different concepts. For an
image with multiple opinions on its cluster ascription, it should
belong to the cluster according to the opinion supported by the
majority of the users.

In order to capture and accumulate previous users’ retrieval
experiences in the long-term history, we designate a positive
matrix Pyy. and a negative matrix QQnx. to represent this
kind of knowledge. At the very beginning, when no retrieval
has ever been executed on the system, P are () are initialized
to be zero matrices. After a retrieval experience, the elements
{pjfr,hv s P, 1h} in P and the elements {qu,h’ SN el _’h}
in @ are increased by 1. Thus, the values of p;;, and g 5, rep-
resent to what extent people agree and disagree to ascribe an
image j into the cluster &, respectively.

With the accumulated knowledge contained in P and @, the
component-indicator vector elements 7;; derived in (6) can be
modified as

. Tii T > (pitas) ifpji > gji
Tii=190 ifpji < qji (15)

Tji ifpji = qji
foryj = 1,2,...,N and ¢« = 1,2,...,c. Then we nor-

malize these modified component-indicator vectors so that
Zle 7j; = 1. This means that, based on numeric feature data,
the component-indicator estimation is modified with labeling
knowledge derived from users’ retrieval experience. This mod-
ification step is inserted between E-step and M-step so that the
concept learning result is closer to human understanding. The
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Algorithm 1 User directed semi-supervised EM (SS-EM) algorithm for long-term concept learning.

Given the data X, the number of clusters ¢, the number of images N.
Initialize positive matrix Pxx. and negative matrix @y x. to be zero matrices.

Implement standard EM algorithm on X'

repeat
1. Derive a retrieval experience, update P and Q.
2. E-step: Estimate Z by (6).

3. Use P and Q to modify estimation of Z by 7;; (15).

4. M-step: Compute component proportions, means and covariances by (7), (8) and (9).

5. Go to 2 until termination criterion is met.
until the database finishes its lifetime.

user directed SS-EM algorithm is presented in Algorithm 1,
shown at the top of the page. EM-algorithm for model esti-
mation is computationally intense. To avoid clustering lagging
behind retrieval experience derivation in the system, we im-
plement user directed SS-EM algorithm after every s(s > 1)
retrieval experiences, where s is the update step.

This long-term SS-EM algorithm is the extension of short-
term SS-EM information from a single retrieval experience
while the former has to deal with multiple retrieval experiences.
Due to the knowledge accumulation mechanism of matrices P
and @, the learning improvement of the system is guaranteed
even though it is possible that the concepts being sought are
occasionally misidentified by (14). For the same reason, in the
case that users may mislabel images during relevance feedback,
the system can still learn although the learning rate will be
slower.

D. Improving Retrieval Performance

The knowledge of mixture model estimation derived from
concept learning of the image database can help to improve re-
trieval performance. We use the component-indicator estima-
tion 7;;(j = 1,2,...,N;i = 1,2,...,¢) to modify the image
dissimilarity measurement for the initial search after a query
is presented to the system, whose retrieval performance is the
most important compared with the subsequent iterations. For
the initial K nearest neighbor (K-NN) search, the Euclidean
distance in the feature space from one database image z;(j =
1,2,...,N) to the query z, is defined as D(z,, x;), which we

modify as
D'(wg.xj) = ¢ F Dlwgj) = 1 (16)
=1

where NV is the database size and n is the number of retrieval
experiences. The second term on the right side is with regard to
concept learning knowledge, which is derived from

prob{Query ¢ and Image j belong to same class}

= Zprob{q € C;and j € C;}

i=1

c
= Zprob{q € C;}prob{j € C;}.
=1
As the concept learning is improved with the retrieval experi-
ences increased, the second term in (16) should be given more
credit. The parameter (3 is to make balance between these two
terms. Note the speed of learning improvement depends on the
database size N.

E. Concept Knowledge Transduction

When a new image is inserted, the database size N is in-
creased by 1, and the positive matrix Py x . and the negative ma-
trix @ v x . are both modified with one additional row, whose el-
ements are all zero. The component-indicator estimation of this
new image can be computed by (6) with j = N + 1 and com-
ponent proportions, means and covariances are already known.
In this way, the database absorbs the new image with concept
knowledge transduction. When some images are removed from
the database, the corresponding rows in the matrices Py «. and
QnNx. are deleted. The relationship between the rates of new
user query processing and database changes (addition and dele-
tion of images) influence the speed of concept learning. When
database changes occur more frequently compared to the event
of new user queries, i.e., when the value of relative occurrence
rate r is lower, the concept learning becomes slower.

If the query image does not belong to the database, the system
extracts its visual features, computes 7,;(7 = 1,2, ..., ¢) by (6),
and implements K -NN search using the distance metric given
in (16). Compared with the traditional K-NN search that is
solely based on visual feature Euclidean distance measurement,
this approach yields better retrieval performance since concept
knowledge is adopted.

It is possible that some newly inserted images do not belong
to any one of the present components (classes). These images
are outliers for the existing components (or clusters), and out-
liers may mislead the clustering and lower the system perfor-
mance. There has been extensive research on robust clustering
[26], which can detect outliers and be insensitive to their mis-
leading effects. The component of such outlier detection can be
integrated into the EM algorithm, so that our system may deal
with the existence of some images which are not belonging to
any component. In this paper, since our focus is to present the
semi-supervised concept learning based on mixture model as-
sumption, we assume that any database image belongs to one of
the present components. However, in our future work, we will
integrate robust clustering techniques into our system to develop
a unified framework.

FE. Model Selection

As presented in Section III-A, if we initially select the model
with the true number of components, the SS-EM algorithm with
increased retrieval experiences will lead to the model estima-
tion which is very close to the ground-truth model. On the other
hand, if the initial assumption on the number of components is
not correct, the fitting over time will never yield a good model
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estimation (at least it will be worse than the case based on the
true number of components after enough time).

The previous retrieval experiences obtained by the system
can help to select the optimal model. An obvious way to
achieve this is to keep all the candidate model fittings with
{Peins > ¥ }- When a new retrieval experience is
obtained, the system updates all of these fittings by SS-EM al-
gorithm. The optimal model is the one which is most consistent
with the feature data and the positive and negative information
contained in the previous retrieval experiences.

However, when the range of {¢umin, - - - Cmax} 18 large, and
the computational load of EM algorithm is heavy, the updating
for all the candidate models will be very slow; thus, the model
fitting may lag far behind the available retrieval experience, i.e.,
the system cannot digest the retrieval experiences on time.

To overcome this computational load problem, we propose
an adaptive model selection approach. Assume that the system
allows the computation of EM algorithms for £(1 < K <
Cmax — Cmin + 1) models at the same time (K is determined
by the capability of the available computational resources), we
select K out of ¢puax — Cmin + 1 models based on their consis-
tencies with the data and the previous retrieval experiences. The
consistency of a model M. with « retrieval experiences can be
measured by its probability given the data and these retrieval ex-
periences

prob(M. | &1,...,E; X)
_prob(&r,...,E | Me; X)prob(M.. | X)

prob(&y,...,E | X)
o« prob(&y, ..., &, | Me; X)prob(M, | X)

= {Hprob(&;|MC;X)}pr0b(MC|X). (18)

i=1

a7

The condition for independency required for the deduction from
(17) to (18) will be discussed later in this section. For a single
retrieval experience £, we have

prob(€ | Mg; X)
c Nt N~

=y prob(z} € C;) [ prob(z} ¢ Ci)
i=1 | j=1 Jj=1

=> ¢ II = I =)

i=1 \ jeJ+ JET—

19)

where J+ and J ~ are the indices for the image in X+ and X'~
respectively, and 7;; is conditional expectation that the image
x; belongs to C; as defined in Section II-A.

The term prob(M, | X) appeared in (18) can be derived by
the likelihood function in the unsupervised learning proposed in
(271,

c N
L(T, X) =logp(X | Vo) +1log Y Y rjilogi

=1 j=1

(20)

where the second term is the estimated entropy used to penalize
the model for its complexity (high value of ¢). Since there are
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Cmax — Cmin + 1 candidate models, we approximate the models’
probabilities as

eXp{E(\I/c,X)/EmaX}
b(M, | &) ~ =z
prob(Me | X) Yo exp{L(Vk, X)/Linax}

2y

where Limax = MaXce cpin,cman} 1£(Pe, A)], Which is used
to normalize the likelihood functions.

We define M..’s consistency cons(M,; &y, ..., E,, X) with
the data X and ¢ retrieval experiences as the log-based value of
(18)

cons(M; E1,...,E,X)
= log prob(&; | M¢; X) + log prob(M. | X) (22)
=1
which appropriately represents the probability

prob(M.|&1,...,E;X). By (19), (20), and (21), the
value of (22) can be computed. Note that when ¢« = 0 (no
retrieval experience), the consistency only depends on the
second term of (22), which is derived from the model likelihood
function for unsupervised learning. This is the case at the very
beginning of the system running. With retrieval experiences
increased, the unsupervised criterion represented by the second
term of (22) exerts less influence while the accumulated
retrieval experiences plays a more important role on the
consistency measurement. Thus, the current optimal model is

cons(M; E,...,E,X). (23)

Copt = arg
The selection of K out of ¢pyax — Cmin + 1 models for SS-EM
updating is based on the models’ current consistencies. How-
ever, we do not directly choose the X models which have highest
consistency values; instead, we give an opportunity of being se-

lected to each of the ¢;ax — Cmin + 1 models, whose probability
is

exp{nt - cons(M.;&1,...,&,X)}

doimex exp{nt - cons(M;; €1, ,E,, X))}
(24)

prob(M.,) =

where 7) is a parameter to be discussed later. This equation im-
plies that models with higher consistency values have better
chances of being selected. Thus, the search direction for optimal
model tends to be toward the models which have good consis-
tencies with the feature data and the accumulated retrieval ex-
periences, i.e., the optimal model search should exploit the cur-
rent model estimation. On the other hand, due to the possibility
that the model estimation based on the true number of compo-
nents may not be good (especially at the early stage of the data-
base), we allow the models with lower consistency values, i.e.,
we want to explore the whole search space. The relationship be-
tween exploitation and exploration changes with time ¢: at the
early stage, exploration is more important so that all of the can-
didate models have good chances of being selected for updating
with retrieval experiences. With more retrieval experiences im-
proving these model estimations, exploitation becomes the main
concern since the model with good consistency is very likely to
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Algorithm 2 Active model selection algorithm.

e ¢ = 0. Given the data X'(¢), the range for the number of components {Cinin, - - - ; Cmaz }-

o Implement standard EM algorithm on X (¢) for ¢iip, - -

repeat
t=t+1.

., Cmaz, and get parameter estimations W, . ..., ¥,

mazx*

if new user exccutes retrieval and get retrieval experience &; then

1. X(t) — X(t —1).

2. Count &; for consistency measurement if the independence condition is satisfied; otherwise, go to “repeat.”

3. Compute consistencies for M., ...
4. Select M

’ Mcmc, x
as current optimal model by (23).

Copt

by (22), and normalize by dividing them with S + 1.

5. Randomly select X models for SS-EM updating by the probabilities given in (24) and get X updated parameter
estimations. Prevent component-indicator elements to be 0 by (25).

else if Image 1T is added then
Xt)—XxXet-1)UIt.
else if Image I~ removed then
X(t)y—Xt—-1)—1".
end if
until the database finishes its lifetime

be the optimal model. The term nt in (24) assigns the probabil-
ities for models being selected for SS-EM updating in the way
that reflects this exploitation and exploration relationship.

The independency condition for the deduction from (17) to
(18) may not be satisfied if all the obtained retrieval experiences
are used to measure model consistency. For example, if two re-
trieval experiences with the same image sets (they are not inde-
pendent) are considered in the computation of (18) to measure
model consistency, the positive and negative information con-
tained in these two experiences may be overly used; thus, the
derived consistency may not correctly reflect whether or not the
model is good. To avoid this problem, we select retrieval expe-
riences such that each pair has no overlap, i.e., no common im-
ages. However, this condition is too restrictive for the system to
achieve enough retrieval experiences for consistency measure-
ment. Thus, we allow each pair of selected retrieval experiences
to share a small percentage of common images. We set an inde-
pendency threshold ¢ such that the maximal allowed number of
common images between two retrieval experiences is ol ([ is the
number of images that are presented to the user at each relevance
feedback iteration). Thus, enough retrieval experiences can be
accumulated and the condition for independency is not invali-
dated. Another advantage of this experience selection method
is that it alleviates the load of computation for consistency; oth-
erwise, the retrieval experiences used for consistency computa-
tion may tend toward infinity with time ¢ increased.

For each retrieval experience &, to compute
prob(€ | M; X), there are (I — 1) multiplications by
(19) with [ being the average size of £. Thus, with ¢
retrieval experiences, the computation complexity of the
consistency for each model is O(:l) by (22). For all of the
candidate models, the consistency computation complexity is
O((cmax — Cmin + 1)tl). Since the retrieval experiences are
selected to compute the model consistency value to guarantee
the independency condition, ¢ cannot go to infinity; instead, its
upper-bound is (N/gl), where N is the database size and ol is
the average number of common images allowed for different
retrieval experiences for consistency computation.

For consistency computation, there is an overflow problem
that cannot be ignored. For (19) whose computation involves the
multiplications of many probabilities, if there exist some proba-
bilities whose values are zero or very small, prob(€ | M.; X) is

zero. This will cause overflow problem for computing log-based
value in (22). To avoid this overflow problem, we adopt a small
value threshold € to prevent the probabilities from being too
small in the way that

Tji + €
L= T 2
7 (14 ce) ()

1,2,...,c. Weuse ¢ = 0.01 in this
paper.

From (22), we observe that consistency value becomes
smaller with ¢ increased (more retrieval experiences). Although
this does not influence the ranks of the model consistencies at
time ¢, it influences the probabilities for the models being se-
lected for updating as shown in (24). By setting the summation
of the image numbers in all the ¢ retrieval experiences as S, the
model consistency in (22) can be regarded as the summation
of & + 1 log-based probabilities. Thus, we normalize the
consistency by dividing the expression in (22) with S + 1.
Algorithm 2, shown at the top of the page, summarizes our
algorithm for the active model selection.

G. Computational Complexity

To estimate the parameters of each candidate model, the EM
algorithm is executed. The major computational load of EM is
for the computation of the inverse matrices of component co-
variances, whose time-complexity is O(kcd?) where k is the
number of iterations for the EM algorithm, c is the number of
components, and d is the feature dimensionality. Thus, the com-
putational complexity for all the candidate models is O((¢pax —
Cmin + 1) * (Cmax + Cmin)kcd?). Obviously, the high feature di-
mensionality d will make the EM computation very slow. Fortu-
nately, this EM computation is performed off-line, and the batch
mode can make the concept learning avoid too much lag behind
the arrival of retrieval experiences. The EM computational load
may be alleviated by using feature reduction techniques such as
the discriminant-EM (D-EM) [23]. Furthermore, the EM com-
putation can be accelerated by the techniques such as the partial
E-step method [28]. We will integrate these techniques into our
future work when we extend our system to deal with very large
databases.
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Fig. 3. Sample images of the 12 classes in the database obtained from Corel stock photo library.
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Fig. 4. Clustering result of SS-EM algorithm: (a) 0 users, JC = 60.5%. (b) 5 users, JC = 69.8%. (c) 15 users, JC = 81.5%. (d) 35 users, JC = 90.1%.

IV. EXPERIMENTS

To validate the proposed active concept learning approach,
we design three experiments all of which are based on Corel
images.! First, we show the efficacy of our semi-supervised EM
algorithm (Section III-C), which is the foundation of the ac-
tive concept learning approach. Second, we implement concept
knowledge transduction method on a dynamic image database,
and explore the influence of the dynamic nature of the database
on concept learning. Third, we implement the active concept
learning algorithm with the number of components being un-
known and evaluate its performance.

We construct an image database with 1200 images, which
are selected from Corel stock photo library and divided into
12 classes. These classes are corresponding to the CDs (series

![Online] Available: http://www.corel.com.

number) in the library: Mayan & Aztec Ruins (33), Horses (113),
Owls (75), Sunrises & Sunsets (1), North American Wildflowers
(127), Ski Scenes (61, 62), Coasts (5), Auto Racing (21), Fire-
work Photography (73), Divers & Diving (156), Land of the
Pyramids (161), and Lions (105). We remove some images from
these CDs since they do not have good visual features to repre-
sent the corresponding concepts, and we add some images from
other CDs to some of the 12 classes. Fig. 3 shows sample im-
ages for all of the 12 concepts. We use texture and color fea-
tures to represent images. The texture features are derived from
16 Gabor filters [5]. We extract means and standard deviations
from the three channels in HSV color space. Thus, each image
is represented by 22 features.

The concept learning result is quantified by clustering valida-
tion. To validate a clustering result R = {R4, ..., R} from an
algorithm, we compare R with the ground-truth mixture model
C = {Cy,...,C.} by using Jaccard coefficient [29]. A pair of
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vectors {z;,z;} are referred to as a) BS if both vectors be-
long to the same component in C and to the same cluster in
R; b) SD if both vectors belong to the same component in C
and to different clusters in R; and ¢) DS if both vectors be-
long to different components in C and to the same cluster in
R. Let &1, &5, and &3 be the number of BS, SD, and DS pairs
of vectors of X, respectively. Jaccard coefficient is defined as
JC = (&)/(& + & + &3) and is used to evaluate clustering
result. One of the advantages of adopting Jaccard coefficient is
that it can evaluate a clustering result of an algorithm whose
cluster number is not necessarily the true number of clusters.

In the experiments, we simulate the process of a retrieval
system for which queries are selected randomly from the im-
ages in the database. We use the probabilistic feature relevance
learning (PFRL) approach [5] for relevance learning. Let the
number of images the user is presented at each relevance feed-
back iteration [ be 20.

A. Experiments for SS-EM Algorithm

1) Synthetic Data: To help the reader to understand the
theory of SS-EM, we present an experiment on synthetic data.
Fig. 2(b) shows three Gaussian components whose data are
difficult to partition correctly with an unsupervised learning
method. Each component generates 100 patterns. The compo-
nent centers are [—3 0]7,[0 0]7, and [3 0] respectively, and
their covariance matrices are all [1 0; 0 9]7. We implement our
SS-EM algorithm on this synthetic data with ¢ = 3, N = 300
and s = 5. Simulating the system with increased experiences,
we randomly select a data as the query for each retrieval, and
identify the concept (component) that is sought by the current
user. An example of this process is shown in Fig. 4(a)—(d), in
which the clustering result is improved with the number of
increased experiences.

Fig. 5 shows that, with different mislabeling noise ratio v (the
probability that the user mislabels an image), the average Jac-
card coefficient is increased with increased retrieval experiences
in the long term. The average is computed over all the retrieval
sessions with all of the images in the database being simulated as
query images. When there is no noise, the clustering result im-
mediately converges to the ground-truth component distribution
after the initial few (~200) experiences. The learning conver-
gence is slower with noise ratio v increased. If noise exists, JC
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Synthetic data: concept learning is improved with increased retrieval experiences. (a) Initial stage. (b) Long term.
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Fig. 6. Real data: concept learning is improved with increased retrieval
experiences with and without noise.

value of the initial few experiences may become lower since the
noise misleads the learning; then JC value increases monoton-
ically since our knowledge accumulation mechanism can over-
come the noise.

2) Real Data: We implement our concept learning ap-
proach on this database with ¢ = 12, N = 1200,s = 50,
and # = 100. Initially, the Jaccard coefficient by standard
EM algorithm is 47.1%. Fig. 6 shows that the average Jaccard
coefficient is increased with increased retrieval experiences in
the long term. Compared with the synthetic data, the concept
learning improvement is slower due to the fact that there are
more components for real data and components need more data
samples for higher dimensional features. When the mislabeling
noise ratio v is 0.05, the learning also converges in the long term
although the improvement speed is slower. Note the probability
that the user mislabels any image at a single relevance feedback
iteration is prob(error) = 1 — (1 — v)! with / being the number
of images presented to the user at each iteration. Thus, when
v = 0.05 and [ = 20, prob(error) is 0.64, which is quite high.

For unsupervised learning, it is usually impossible to achieve
satisfactory estimation for mixture model based on such limited
number of samples in the high-dimensional feature space. This
is also validated by the experimental result in Fig. 6: whent = 0
(without retrieval experience), the mixture model estimation is
not good, i.e., the value of JC is low. However, with more la-
beling information obtained from retrieval experiences, the esti-
mation becomes better, even without using any feature reduction
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Fig. 8.
precision = 10/20. (b) After 200 retrieval experiences: precision = 19/20.

technique. This has also been demonstrated in Fig. 6 where as
t increases, the mixture model estimation is improved. This re-
flects the advantage of our semi-supervised concept learning ap-
proach. Even with a limited number of data samples in high-di-
mensional feature space, the exploitation of labeling informa-
tion may still achieve good mixture model estimation which is
impossible for the unsupervised learning.

Fig. 7 presents the retrieval performances with different
amounts of retrieval experiences with and without labeling
noise. Again, the precision is for the top 20 images. The
retrieval precision is defined as the percentage of positive
retrievals out of the total retrievals. We select an image in this
database as the query, implement our retrieval strategy, and
repeat this experiment by changing query until each of the
1200 images has been selected as a query. Then we calculate
the average precision at each iteration. With increased retrieval
experiences, the average precision is improved, especially at
initial K-NN search iteration. This is important for retrieval
performance in practical applications: although the retrieval
experiences exploited by the system are obtained from pre-
vious users’ relevance feedbacks, the system may present good
retrieval results to future users directly even without executing
relevance feedbacks.
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Real data: retrieval performance with various amounts of retrieval experiences. (a) No noise. (b) Noise ratio » = 0.05.

Retrieval results for the same query (the first image) with different retrieval experiences. The user is looking for sunset images. (a) No retrieval experience:

Fig. 8 shows two different retrieval results with the same
query image with different retrieval experiences where there is
no labeling noise. In Fig. 8(a), there is no retrieval experience,
and K-NN search yields only 10 out of 20 sunset images (row
1:image 1,2, 4, 5;row 2: 1, 3, 5;row 3: 3, 5; row 4: image 3). In
Fig. 8(b), after 200 retrieval experiences, 19 sunset images are
presented (except the last one) by our approach.

B. Experiment for Concept Knowledge Transduction

We randomly select 800 out of the 1200 images as the initial
database images, i.e., N = 800, and insert the other 400 images
while the system is running. Our concept learning approach on
the database is implemented with ¢ = 12, s = 50 and 8 = 100.
We set the system running time as ¢ = 0,1,2,...; at each ¢,
one of the two events happens: user presents a new query or in-
serts a new image. This is a random process derived from the
two events’ poisson random processes with their relative occur-
rence rate r as defined in Section III-C. Queries from the data-
base and images to be inserted are randomly selected. We try dif-
ferent values of r to study the improvement of concept learning
and retrieval performance. Fig. 9(a) shows the concept learning
improvement. Initially, the Jaccard coefficient by standard EM
algorithm is 45.6%. If there are only image insertions in the
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Fig. 9. Performances with different values of relative event rates r. (a) Concept learning. (b) Retrieval precision.
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Fig. 10. Retrieval performance with various amounts of time. (a) r = 16. (b) r

random process, i.e., 7 = 0, the concept learning cannot be im-
proved. When the users’ queries happen more frequently, i.e.,
the value of r is higher, the concept learning will be faster. Note
that when » = 0 and r = 2, after all the 400 images are inserted
into the system, ¢ is around 400 and (400 + 2 % 400) = 1200
respectively, and it cannot reach ¢ = 2000.

After an image is inserted, we use the rest of the images out-
side the database as queries and implement concept transduction
method to compute the retrieval precision (at relevance feed-
back iteration 0) by (16). As shown in Fig. 9(b), the precision
increases with more images being inserted to the system due to
the reason that concept learning is improved with more retrieval
experiences. Note that another factor that improves the precision
is that with more images being inserted, there are more relevant
images within each class; thus, the probability increases to find
more relevant images for a given query image. This also explains
that when = 0, the precision is slightly higher with more im-
ages being inserted although concept learning is not improved.
Since we only observe the process with ¢ being from 0 to 2000,
when r = 16, only around 2000/(1+ 16) = 117 images are in-
serted. This is the reason that the curve for » = 16 cannot reach
400 for the value on the z axis.

Fig. 10 presents the retrieval performance improvement with
increased running time for » = 16 and » = 2. We select an
image in this database as the query, implement our retrieval
strategy, and repeat this experiment by changing query until
each of the database images has been selected as a query. Then

precision

0 1 2 3 4
relevance feedback iteration
(b)

= 2.

we calculate the average precision at each iteration. With in-
creased retrieval experiences, the average precision is improved,
especially at initial K-NN search iteration. This is important for
retrieval performance in practical applications since users usu-
ally do not have enough patience to repeat relevance feedback
iterations to search the images.

Fig. 11 shows two different retrieval results with the same
query image (outside the database) after different running time.
In Fig. 11(a), there is no retrieval experience, and K-NN search
only yields 11 out of 20 sunset images (row 1: all the 5 images;
row 2: 1, 2, 4; row 3: 5; row 4: 1 and 5). In Fig. 11(b), when
t = 300, 19 sunset images are presented (except the 3rd image
on the last row) by our concept transduction approach.

C. Experiments for Active Concept Learning

To validate the model selection approach proposed in
Section III-F, we use the dynamic database similar to that in
Section IV-B. Let the relative event occurrence rate 7 = 16.
Our active concept learning approach with model selection on
the database is implemented with c,i, = 10, cax = 13, the
number of models selected for SS-EM updating £ = 1, the
independency threshold p = 0.25, the update step is s = 10
and B = 100 [see (16)].

At the initial stage of the system running, since the models’
consistencies with the limited retrieval experiences may not
have convincing statistical significance, we give all the models
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Query image is outside the database.
User is looking for sunset images.

(a)
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(®)

Fig. 11. Retrieval precision is improved as the number of retrieval experiences increases. (a) No retrieval experience (t = 0): precision = 11/20. (b) ¢t =

300: precision = 19/20.
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Fig. 12.  Active concept learning process. (a) Consistency at initial stage. (b) Consistency in long term. (c) Model selection. (d) Concept learning evaluation.

(e) Retrieval precision. (f) Outside queries.

equal probabilities to be selected for SS-EM updating, instead
of assigning the probabilities by (24). This conservative strategy
refrains the possibility that the model with the true number of
components is discarded for future updating because of its low
consistency initially. We set this initial stage to be ¢ € [0, 200].
After the initial stage, the probabilities are assigned by (24),
where we set = 0.5.

Fig. 12 shows the active model selection process. From
Fig. 12(a), we observe the oscillations of the consistency values
for all the models from ¢ = 0 to £ = 80 due to the reason that
the retrieval experiences are limited initially. Then all the con-
sistency curves become relatively smooth, and the consistency
of M5 gradually increases with a slow speed [Fig. 12(b)]. This
means that the model with the true number of components fits
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the obtained retrieval experiences better. Another observation is
that M- has the highest consistency after ¢ = 140; thus, M»
is always regarded as the current optimal model by the system
[Fig. 12(c)]. After t = 200, M2 has the dominant probability
to be selected for SS-EM updating.

Fig. 12(d) shows that the model fitting is improved during the
process of the active concept learning as more retrieval experi-
ences are obtained. Note that in spite of the overall increasing
trend for the JC curve, the JC value occasionally decreases after
SS-EM updating, which is caused by the reason that the concept
(component) sought by the user may not be correctly identified
by (14) as we have discussed in Section III-B. Fig. 12(e) presents
the improvement in retrieval performance with increased ¢. At
time ¢, we select an image in this database as the query, im-
plement our retrieval strategy, and repeat this experiment by
changing the query until each of the database images has been
selected as a query. Then we compute the average precision at
each iteration. With increased retrieval experiences, the average
precision is improved, especially at initial K -NN search iter-
ation. This is important for retrieval performance in practical
applications since users usually do not have enough patience to
repeat relevance feedback iterations to search the images.

To demonstrate the efficacy of our concept knowledge trans-
duction method, at the moment £ when a new image is inserted
during active concept learning process, we use the rest of the
images outside the database (i.e., the 1200 images-X'(¢)) as
queries and simulate the relevance feedback iterations by using
the knowledge transduction method. In Fig. 12(f), the average
retrieval precision at iteration O [ K nearest search results using
(16)] increases with more images being inserted to the system
due to the reason that concept learning is improved since more re-
trieval experiences are obtained in the process. Note that another
factor that improves the precision is that with more images being
inserted, there are more relevant images within each class; thus,
the probability that relevant images are selected increases.

D. Experiments for Deeper Exploration of the Database

We present two more experiments to demonstrate the impor-
tant characteristics of our concept learning method: 1) the ability
to deal with the case that a semantic concept may contain mul-
tiple Gaussian components and 2) the effectiveness of exploiting
negative labeling information. We set the database to be static
as in Section IV-A, and these characteristics will not be lost for
dynamic databases.

. The exploitation of negative labeling information:
As we have mentioned before, retrieval experiences
provide both positive and negative labeling informa-
tion, and this is different from the traditional training
and testing scenario, which actually provides positive
labeling information only. If the concept learning ig-
nores the negative labeling information contained in
the retrieval experiences, the learning should not be as
good as the case of exploiting both positive and nega-
tive labeling information. This is validated by Fig. 13,
which compares the concept learning performance for
these two cases for the 1200 image database. Thus, we
conclude that negative labeling information also con-
tributes to the learning.

0.9
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O pos. + neg.
X only pos.
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0.4 . :
1000 1500
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Fig. 13. Performance comparison for concept learning using both positive and
negative labeling information versus only using positive labeling.
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Fig. 14. Concept learning improvement for concepts containing multiple
mixture components.

. Multiple components for a concept: A semantic
concept may contain multiple Gaussian components,
which is not reflected in the previous experiments
in which the concepts and components are only
one-to-one mapping. We add two new image CDs into
the original 1200 images, so that some concepts con-
tain multiple components. The two new CDs (series
number) are Hawks Falcons (70) and Tulips (258).
The class of Hawks Falcons and the class of owls
form a concept of Bird, and the class of Tulips and the
class of North American Wildflowers form a concept
of Flowers. Thus, there are 14 Gaussian components,
and 12 high-level concepts. For the two newly formed
concepts, each of them contains two components; each
of the rest of ten concepts contain a single component.

During the simulation of users’ relevance feedbacks,
the label of an image is determined by the ground-
truth concepts to which an image belongs. To evaluate
the concept learning, the Jaccard coefficient is com-
puted based on the ground-truth components, since our
goal is to estimate the Gaussian components, instead of
the higher level concepts. Fig. 14 presents the concept
learning improvement over time for the two concepts
that contain multiple mixture components (so there are
totally four components contained in these two con-
cepts). It is clear that our concept learning is still effec-
tive for the concepts containing multiple components.
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V. CONCLUSION

This paper proposed a unified framework of an active con-
cept learning approach for dynamic image databases. We model
the database image distribution in feature space as a mixture
of Gaussian densities, and the concept learning is achieved by
estimating the mixture model parameters via semi-supervised
learning. To reduce the gap between low-level visual features
and high-level human concepts, the retrieval experiences ob-
tained from multiple users’s retrieval sessions are exploited to
help the concept learning.

The key contributions in this paper are: a) we present a novel
semi-supervised EM algorithm for mixture model parameter
estimation. By inserting a modification step between E-step
and M-step based on the labeling information obtained from
multiple users, we achieve reliable concept learning which is
close to the ground-truth image distribution; b) we propose a
novel semi-supervised model selection algorithm, which can
efficiently learn the number of components in the mixture
model. By exploiting multiple users’ labeling information,
we use Bayesian inference approach to estimate the posterior
probabilities of the candidate models, and achieve better model
selection with more retrieval experiences. To save the compu-
tational load, the analysis of exploitation versus exploration in
the search space helps to find the optimal model efficiently; c)
to use the concept learning knowledge to improve the retrieval
performance of dynamic databases, we present a concept
knowledge transduction approach that can efficiently deal with
the cases of image insertion and query images being outside
the database, while many previous approaches (e.g., [8], [9])
are incapable of dealing with this situation; and d) A variety
of experimental results on Corel database show the efficacy of
our active concept learning approach and the improvement in
retrieval performance by concept transduction.

Our concept learning algorithm has a good potential to be
used for large databases. For example, the entire feature space
can be partitioned into subregions [30], and our concept learning
approach can be implemented for each of the subregions. The
concept learning will be improved for each of the subregions;
thus, the overall retrieval performance over the entire database
is improved.

The ability to overcome users’ labeling noise during rele-
vance feedback is necessary for a real database system, since
different users may have different opinions on the same image,
or some users may even label the images in a random manner
rather than using image contents or concepts in a systematic
manner. Although the knowledge accumulation mechanism of
our system may deal with this phenomenon to some extent, it is
possible to find a more efficient way.

Another important issue to be solved is feature selection/re-
duction which is necessary to save computational load in the
mixture model estimation. Traditional methods for feature re-
duction such as principal component analysis (PCA) and corre-
spondence analysis (CA) are not suitable for our system since
the feature reduction has to be adaptive to the increased retrieval
experiences, instead of only reducing the feature dimensionality
at the initial stage of building the image database system.
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