
 

 

 

  

 

Abstract—Support Vector Machine (SVM) can construct a 

hyperplane in a high or infinite dimensional space which can be 

used for classification. Its regression version, Support Vector 

Regression (SVR) has been used in various image processing 

tasks. In this paper, we develop an image super-resolution 

algorithm based on SVR. Experiments demonstrated that our 

proposed method with limited training samples outperforms 

some of the state-of-the-art approaches and during the super-

resolution process the model learned by SVR is robust to 

reconstruct edges and fine details in various testing images. 

 

I. INTRODUCTION 

ith the wide spread application of video cameras, 

surveillance systems and hand-held devices that are 

equipped with moderate image sensors, it is desirable to 

generate images or video streams with high quality while not 

increasing the cost of the hardware. The imaging process of 

these sensors can be modeled by 

                       
LR HR

I DHI n= +                              (1) 

where
HR

I is the high-resolution image that undergoes 

blurring (H) and downscaling (D) procedures with additive 

noise n . The output is a low-resolution image 
LRI  that we 

often observe. Normally the noise n  is assumed to be white 

Gaussian noise. Fig. 1 illustrates this process. Often during 

this process, the details of the image (high-frequency 

component) are lost. 

    The purpose of image super-resolution (SR) is to reverse 

this process to recover the high-resolution (HR) image from 

the low-resolution (LR) observations. SR has other names 

such as image scaling, image interpolation and enlargement. 

Note that SR is generally an ill-posed problem due to 

insufficient prior information about the contents of the HR 

images (i.e. by downscaling a HR image, the possible LR 

image is not unique).   

Inspired by the pioneer work of Tsai and Huang [1], there 

has been extensive work in image and video SR. There are 

different approaches for image SR. The first type of SR 

algorithms requires multiple LR images from the same scene 

(i.e., consecutive frames taken from a video stream) as input, 
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then all of those images are registered and fused to generate 

super-resolved images based on the assumption that each LR 

image contains relevant yet slightly different information that 

can contribute to the HR reconstruction.  

Another type of SR algorithms is single image based 

interpolation. The well-known techniques such as bicubic 

interpolation [2] are easy to implement and fast in 

processing. However, interpolation often gives over smooth 

results due to its incapability to reconstruct the high-

frequency components of the desired HR image. This could 

be solved by exploiting the natural image priors such as local 

structure gradient profile priors [3]. The disadvantage for 

this kind of approaches is that the heuristics about natural 

images are made, which would not always be valid and for 

images with fine textures the reconstructed HR image may 

have the water-color like artifacts.  

    Recently learning based approaches have been proposed 

for image SR [4] [5] [6]. In [4] an example based learning 

algorithm is proposed by predicting the HR images from LR 

images via a Markov Random Field (MRF) model that is 

computed by belief propagation. In [5] support vector 

regression (SVR) is applied to single image super-resolution 

in Discrete Cosine Transform (DCT) domain. In [6], the 

SVR is applied to find the mapping between the LR images 

and the HR images in the spatial domain. In our approach, 

the SR is also formulated as a regression problem which is 

solved by SVR in the spatial domain. However, there are 
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Fig. 1. Imaging process from high-resolution image to low-resolution 

observation. (a) The original image. (b) Blurred image. (c) Downscaled low-

resolution image. (d) Low-resolution image corrupted by noise. 
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distinctions between our approach and the approach in [6]. 

First, in our approach we do not aim at estimating the high-

frequency component of the LR image to be super-resolved. 

Instead, the prediction of our algorithm is the pixel value 

itself. Second, the feature vectors that we choose not only 

contain the pixel values from a neighborhood but also the 

local gradient information. Third, the neighboring pixel 

values are assigned with different weights because they do 

not contribute equally to generate the output pixel in the 

super-resolved image. Furthermore, in the training process 

we use images of small sizes only to form a relatively small 

training dataset for efficiency consideration. The 

experiments show that even with a small training set our 

method can still generate visually pleasing results.  

The rest of the paper is organized as follows: The support 

vector regression is briefly reviewed in section II. Section III 

introduces the proposed algorithm for image super-

resolution. Section IV shows the experimental results and 

gives analysis and comparison to other SR algorithms. 

Finally, Section V concludes the paper. 

II. SUPPORT VECTOR REGRESSION 

    Suppose we have a training set 
1{( , )}n

p p p
x y =

 where 
p

x  is 

the feature vector and 
p

y  is the corresponding observation. 

Traditional linear regression which seeks a linear function 

( ) ,f x w x b=< > + ( ,< ⋅ ⋅ > denotes the dot product) that 

minimizes the mean square error is often not capable of 

separating the nonlinearly distributed input data while on the 

other hand by using a transformation function ( )xφ , the 

data is mapped into a higher dimensional feature space in 

which the data becomes separable. The nonlinear SVR 

solves the following optimization problem: 
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where ξ and 
*ξ are the slack variables, C  is a constant and 

determines the trade-off between the flatness of the mapping 

function and the amount up to which deviations larger than 

ε are tolerated. The model generated by SVR depends only 

on a subset of the training data since the cost function 

ignores the training data within the threshold of ε . The 

function ( , ) ( ), ( )p q p qk x x x xφ φ=< >  is called the kernel 

function. A nice tutorial on SVR can be found in [7].  

    In our approach, 
p

x  comes from the initial estimation of 

the LR image and 
p

y is from the corresponding HR image. 

Then a model is learned by SVR. In the prediction process, 

the learned model will be applied to the input LR image to 

generate a super-resolved HR image. 

III. SUPER RESOLUTION ALGORITHM 

The algorithm consists of two processes: training and 

prediction, as shown in Fig. 2. 
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Fig. 2. (a) Training process. (b) Prediction process. 

 

In the training process, we first blur the HR images and 

then downscale them by a factor of 2 to create the LR 

images. An initial estimation of the HR image is carried out 

using bicubic interpolation with an upscaling factor of 2 on 

the generated LR image. For each pixel at location ( , )i j in 

the upscaled image, we take a local image patch of size 

m m× centered at ( , )i j . This image patch is then weighted 

by a matrix of the same size. This matrix is constructed from 

a 2-D Gaussian distribution that assigns largest weight to the 

pixel at ( , )i j  and smaller weight to the other pixels that are 

further away from the center pixel in the local patch. The 

weighted image patch is then converted to a row vector: 

                     
, ,( ( ))i j G i j BIx vec W R I=                               (3) 

where 
BI

I is the bicubic interpolated image and 
,( )

G i j BI
W R I  

is the weighted local image patch taken at ( , )i j by the patch 

extraction operator 
,i jR . Function vec reshapes the matrix 

into a row vector ,i jx  of length
2

m .  

The gradient of the bicubic interpolated image is 

calculated in both horizontal and vertical direction at each 

pixel.  
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= − + −

= − + −

          (4) 

,i jI is the pixel value at ( , )i j . The horizontal gradient 

magnitude ( , )hg i j  and the vertical gradient magnitude 

( , )vg i j  are concatenated to the row vector ,i j
x . 

    For each pixel in the initially interpolated image at ( , )i j , 

,i j
x is now a 2 2m +  dimensional feature vector. The 

corresponding observation 
,i j

y  is the pixel value at position 

( , )i j  in the HR image. We supply SVR with all the feature 
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vectors constructed from the training dataset and their 

corresponding observations. The generated model is then 

saved for the future use. 

In the prediction process, we first upscale the testing LR 

image also using bicubic interpolation by the same factor of 

2. For each pixel in the interpolated image, the local image 

patch of the same size is taken and the image gradient in two 

directions is calculated to get the features vectors in the same 

manner as we do in the training process. Now the output 

image z is constructed. The last step is to correct the mean 

of z since the mean of the upscaled image should be 

preserved to be the same as that of the input LR image due to 

the unchanged image structures and contents in the upscaling 

process. The pixel value of the final output at ( , )i j is: 

                           , ,
LR

i j i j

z

m
z z

m
= ⋅$                                     (5) 

where LR
m is the mean pixel value of the LR image and 

z
m is the mean pixel value of z . 

IV. EXPERIMENTS 

A. Experimental setup 

 

    For the implementation of SVR we use LibSVM [8]. We 

choose Gaussian function as the kernel function. The 

parameters in the SVR are selected by cross-validation 

( 362C = , 2ε =  and the standard deviation 1σ = in the 

Gaussian kernel function). The downscaling factor for the 

HR images and the corresponding upscaling factor for the 

LR images are both 2. For both training and testing we only 

consider the luminance component of the images. 

 

   

   
 

Fig. 3. Images for training. From left to right and top to bottom: Lena, 

Peppers, Man, Lake, Truck and Car. 

 

We use 6 images for training and 9 images for testing. All 

the images used in the training and testing processes are 

originally taken from the USC-SIPI Image Database [9]. The 

HR images we used in the training set are all of size 

128 128× . The LR images are blurred by a 3 3× uniform 

point spread function (PSF) and then downscaled in order to 

get the LR images for training. The LR images we used in 

training are of size 64 64×  while for the testing purpose the 

input LR images are of size 128 128× . The HR images of 

size 256 256×  as the ground truth are used to later evaluate 

the performance quantitatively. The size of the image patch 

we use to get feature vectors is 5 5× .We do not add noise 

deliberately to the LR images because in reality for the case 

of image SR, the input LR image is not necessarily corrupted 

by noise and even if it is the case, a pre-processing with a 

robust image denoising algorithm can effectively remove the 

noise [10].  

Both peak signal-to-noise ratio (PSNR) and structural 

similarity (SSIM) [11] are used to measure the quality of the 

super-resolved images compared to original HR images. 

PSNR between two images of size M N×  is calculated by  

        
2

1 1

10 2

1 1

255
10log

( ( , ) ( , ))

M N

i j

M N

i j

PSNR
x i j y i j

= =

= =

=
−

∑ ∑
∑ ∑

              (6) 

where 255 is the maximum possible gray pixel intensity 

value, ( , )x i j  and ( , )y i j  are the pixel values at the same 

location ( , )i j from image x and y .   

    SSIM is designed to better match the human perception 

compared to PSNR, which sometimes is inconsistent with the 

visual observation [11].  SSIM is defined as: 

           1 2

2 2 2 2

1 2

(2 )(2 )

( )( )

x y xy

x y x y

c c
SSIM

c c

µ µ σ

µ µ σ σ

+ +
=

+ + + +
               (7) 

where x and y are the two images to be compared, µ and 

σ  are respectively the average and variance of the pixel 

values of the images x  or y . 
xy

σ is the covariance of 

x and y . The value of SSIM is a scalar less than or equal to 

1 and 1 means the two images in comparison are exactly the 

same. 

 

      

   

   
  

Fig. 4. Images for testing. From left to right and top to bottom: Cameraman, 

Clock, Tree, Elaine, Synthetic, House, Boat, Girl and Mandrill. 
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B. Results 

 

First we validate our choice of feature selection (pixel 

intensity values and gradient magnitude) by comparing the 

result of the proposed method to the output of SVR with 

feature vectors that only contain the pixel values as similarly 

proposed in [6]. Fig. 5 gives an illustrative comparison from 

a test image.  

 

  
                   (a)                                                (b) 

   
                       (c)                                                 (d) 

Fig. 5. (a) Result by proposed method. (b) Result by SVR without gradient 

information. (c) Magnified part from (a). (d) Magnified part from (b). 

 

 It can be seen that by adding image gradient information 

to the feature vectors, the model learnt by SVR is capable of 

reconstructing edges and fine details from LR images.     

We compare the proposed super-resolution algorithm with 

state-of-the-art methods including sparse coding [12] and 

kernel regression (KR) [13] with the implementations 

provided by the authors of [12] and [13]. Also results by 

bicubic interpolation (BI) [2] are provided as reference. We 

do not compare our results to [6] directly since without 

knowing the parameter settings in their SVR training we are 

not able to produce results with their algorithm exactly. 

However as indicated by Fig. 5 the proposed algorithm is 

better at handling details and edges.   

    Table I and II show the PSNR and SSIM results for the 

test images. As shown, our method outperforms the other 

methods with respect to both PSNR and SSIM. Note that the 

reference methods are specifically designed for single image 

super-resolution. We also show some results in Fig. 6. It is 

suggested to view the results on your computer.  

    By visual inspection, our method produces sharp images. 

While sparse coding [12] is good at preserving high-

frequency details, the generated images suffer from 

noticeable artifacts especially along the edges and image 

boundaries. Bicubic interpolation [2] and kernel regression 

[13] produce outputs without many high-frequency 

components. Kernel regression generates ghost artifacts, for 

example on the upper tripod in “Cameraman”. The model 

learned by SVR in our method is able to generate fine details 

and sharp edges which lead to better visual quality. Both 

objective evaluation (by PSNR and SSIM) and subjective 

evaluation confirm the advantages of our method.  

V. CONCLUSIONS 

    In this paper, an algorithm for single image super-

resolution based on support vector regression is proposed. 

By combining the pixel intensity values with local gradient 

information, the learned model by SVR from low-resolution 

image to high-resolution image is useful and robust for 

image super-resolution. We conducted the experiments on 

different types of images and the results are promising. 

Furthermore, the size of the training set is limited which 

makes the training relatively fast while still achieving good 

results. By comparing our method to the previous works, we 

find out that our method is able to produce better super-

resolved images than state-of-the-art approaches. We believe 

that by selecting more informative features besides pixel 

intensity and gradient, the result can be further improved. By 

adopting a larger and more comprehensive image dataset for 

training, the generated model would yield better results for 

image super resolution.  
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