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ABSTRACT
Image registration between multi-sensor imagery is a challenging
problem due to the difficulties associated with finding a correspon-
dence between pixels from images taken by the two sensors. How-
ever, the moving people in a static scene provide cues to address
this problem. In this paper, we propose a hierarchical approach to
automatically find the correspondence between the preliminary hu-
man silhouettes extracted from synchronous color and infrared (IR)
image sequences for image registration using evolutionarycompu-
tation. The proposed approach reduces the overall computational
load without decreasing the final estimation accuracy. Experimen-
tal results show that the proposed approach achieves good results
for image registration between color and IR imagery.

Categories: I. Computing Methodologies
I.4 Image Processing and Computer Vision
I.4.8 Scene Analysis
Subject Descriptor: Sensor fusion
General Terms: Algorithms
Keywords: Sensor Fusion, Automatic Image Registration, Color
Image Sequence, IR Image Sequence, Genetic Algorithm.

1. INTRODUCTION
Images from different kind of sensors generally have different

pixel characteristics due to the phenomenological differences be-
tween the image formation processes of the sensors. In recent
years, sensor fusion approaches have been employed to improve
the performance of object detection and recognition, especially in
the field of automated target recognition [1, 2] and remote sensing
[3, 4, 5, 6].

Image registration is essential for precise comparison or fusion
of images from multiple sensors at the pixel level. Sometimes,
manual image registration is employed in many sensor fusionap-
proaches [1, 2]. This needs lots of human interaction which is not
desirable in processing large collections of image data taken under
different field-of-views of the sensors.

Several approaches have been proposed for automatic registra-
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tion between Synthetic Aperture Radar (SAR) and optical images.
Li et al. [3] proposed an elastic contour matching scheme based
on the active contour model for multi-sensor image registration be-
tween SAR (microwave) and SPOT (visible and near IR) images.
Inglada and Adragna [4] proposed an approach for automatic image
registration between SAR and SPOT images. They first extracted
edges in both images, and then used a genetic algorithm to estimate
the geometric transformation which minimized the matchingerror
between corresponding edges. Similarly, Ali and Clausi [5]auto-
matically registered SAR and visible band remote sensing images
using an edge-based pattern matching method. In order to locate
reliable control points between SAR and SPOT images, Dare and
Dowman [6] proposed an automatic image registration approach
based on multiple feature extraction and matching methods,rather
than just relying on one method of feature extraction. Zhengand
Chellappa [7] proposed an automatic image registration approach
to estimate 2-D translation, rotation and scale of two partially over-
lapping images obtained from the same sensor. They extract fea-
tures from each image using a Gabor wavelet decomposition and
a local scale interaction method to detect local curvature disconti-
nuities. Hierarchical feature matching is performed to obtain the
estimate of translation, rotation and scale. Li and Zhou [8,9] ex-
tended this single sensor image registration approach to the work of
automatic color/IR and SAR/IR image registration. Their approach
is based on the assumption that some strong contours are presented
in both the color and IR images. Consistent checking is required
to remove inconsistent features between images from different sen-
sors.

Due to the difficulty in finding the correspondence between im-
ages with different physical characteristics, image registration be-
tween imagery from different sensors is still a challengingprob-
lem. In our task of human silhouette extraction, objects in color
and IR images appear different due to different phenomenology of
color and IR video sensors. Also, there are differences in the field-
of-view and resolution of the sensors. Therefore, it is generally
difficult to precisely determine the corresponding points between
color and IR images. However, human motion provides enough
cues for automatic image registration between synchronized color
and thermal images in our human silhouette extraction application.
Compared with the correspondence of individual points, thepre-
liminary extracted body silhouette regions provide a more reliable
correspondence between color and thermal image pairs. In this pa-
per, we propose a automatic image registration method to perform a
match of the transformed color silhouette to the thermal silhouette.

We use Genetic Algorithm (GA) to solve the optimization prob-
lem in silhouette matching. However, the accurate subpixelcorre-
sponding point search requires longer bit length for each coordinate
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Figure 1: Proposed hierarchical genetic algorithm based multi-modal image registration approach.

value of each point. As a result, the population size of GA needs
to be large to reduce the probability of falling into a local max-
ima. Due to the costly fitness function, the large populationsize
is not desirable. In this paper, we propose a Hierarchical Genetic
Algorithm (HGA) based search scheme to estimate the model pa-
rameters within a series of windows with adaptively reducedsize at
different levels. The proposed approach reduces the overall com-
putational load of the GA without decreasing the final estimation
accuracy.

2. TECHNICAL APPROACH
In this paper, we propose a Genetic Algorithm (GA) based hier-

archical correspondence search approach for automatic image reg-
istration between synchronous color and IR image sequencesas
shown in Figure 1. Input of the system are videos possibly with hu-
mans, recorded simultaneously by both color and IR video sensors.
Next, a background subtraction method is applied to both color and
IR images to extract silhouettes from the background. Silhouette
centroids are then computed from the color and IR silhouettes to
form the initial correspondence between color and IR images. A
hierarchical Genetic Algorithm (HGA) based scheme is employed
to estimate the exact correspondence so that the silhouettes form
the synchronous color and IR images are well matched. The trans-
formation so obtained from this correspondence is used for the reg-
istration of images from color and IR video sensors. Mandavaet
al. [10] proposed an adaptive GA based approach for medical im-
age registration with manually selected region-of-interest. As com-
pared to their approach, our approach employs the similar concept
of hierarchical search space scaling in evolutionary computation.
However, the two approaches are different in strategies, implemen-
tation and applications.

2.1 Image Transformation Model
We use one color video sensor and one IR video sensor for sen-

sor fusion. We locate the color and IR video sensors as close as
possible without interference, and adjust their parameters so that
the field-of-views of both sensors contain the desired scenewhere
human motion occurs. Such a geometric transformation can berep-
resented by a 3-D rotation transformation and a 3-D translation. We
transform points in the color image plane into points in the IR im-
age plane because the IR images have a higher resolution and a
smaller field-of-view. The 2-D point�� � � � in the color image is

transformed into the 2-D point�� � � � � � in the IR image as follows:�� ��	 �
 �
�� 
 �� � �� � �� � ��� �� � �� � ���� � ��� ���

�� �� �	
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�
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where �� � 	 � 
 � and �� � � 	 � � 
 � � are the 3-D location of the points
in color and IR video sensor coordinates, respectively; (��, �	 ,�
) is the 3-D displacement vector of two sensors in the world
coordinate system;

�
and

� � are focal length of two video sensors.
According to the degree of elasticity of the transformations, they

can be rigid, affine, projective, or curved [11]. In our example set
up the geometric transformation is more complex than the rigid,
affine, and projective models since the surfaces of objects encoun-
tered in the scene are not flat. However, the geometric transforma-
tion for planar objects can be strictly represented by a projective
transformation [12]. Assuming that there is a large distance be-
tween the video sensor and the walking people, the visible human
surface from the video sensor view can be approximated as planar.
In this case, the projective transformation model is appropriate for
image registration for our application. Furthermore, assuming that
the person walks along the frontoparallel direction with respect to
the image plane and video sensor axes are parallel to the ground,
the visible human surface during the walking sequence approxi-
mately parallels to the image planes of both color and IR video
sensors. Under this assumption, the geometric transformation can
be further simplified as the rigid model. A rigid transformation can
be decomposed into 2-D translation, rotation, and reflection. In the
rigid transformation, the distance between any two points in the
color image plane is preserved when these two points are mapped
into the IR image plane. The 2-D point�� � � � in the color image
plane is transformed into the 2-D point�� � � � � � in the IR image
plane as follows:� � �� � � 
 � ��� � ��� �� ��� � ��� � � � �� � � � ���� � � (3)

where
�

is the rotation angle, and��� � �� �� is the translation
vector [11]. Rigid transformations are used when shapes in the in-
put image are unchanged, but the image is distorted by some com-
bination of translation, rotation, and scaling. Straight lines remain
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straight, and parallel lines are still parallel under the assumption
as mentioned above. A minimum correspondence of two pairs of
points is required in the rigid transformation.

Compared to the complex projective model, the rigid model re-
duces the probability of estimated transformation overfitting the
distorted human silhouettes from color and IR video sensors. Al-
though the frontoparallel assumption is generally unavailable in
real surveillance situations, we only need one pair of sequences
satisfying this assumption to register color/IR imagery. The reg-
istration result will be used for human silhouette extraction from
other synchronous color/IR sequence pairs under the same sensor
setup.

2.2 Silhouette Extraction and Correspondence
Initialization

Assuming that both the color and IR video sensors are static and
human is the only moving object in the scene, human silhouette can
be extracted by a simple background subtraction method. To model
the color background, we choose some frames from the given color
image sequence that only contains background, and compute the
mean and standard deviation values for each pixel in each color
channel. Assuming that the background has a Gaussian distribution
at each pixel, a pixel at�� � � � in the input color image is classified
as part of moving objects if

�� �� � � � � �� �� � � � � � � �� �� � � � (4)�� �� � � � � �� �� � � � � � � �� �� � � � (5)

or
�	 �� � � � � � 
 �� � � � � � � �
 �� � � � (6)

where�, � and
	

represent pixel color values of the input image for
red, green and blue channels, respectively;�� , �� and� 
 represent
mean values of the background pixel color;

�� , �� and
�
 represent

standard deviation values of the background pixel color;
�

is the
arbitrarily selected threshold.

Similarly, a pixel at�� � � � in the input IR image is classified as
part of moving objects if

�� �� � � � � � � �� � � � � � � �� �� � � � � (7)

where
�

represents the pixel IR value in the input IR image;� �
represents the mean value of the background pixel temperature;�� represents the standard deviation value of the background pixel
temperature;

�
is the arbitrary selected threshold. The threshold�

is chosen to have the same value for both color and IR images
so that the extracted body silhouettes can be compared at thesame
level (

� 
 
� in our experiments).
After silhouettes are extracted from each color image and its syn-

chronous IR image, the centroid of the silhouette region is com-
puted as the initial correspondence between each pair of color and
IR images.

2.3 Automatic Image Registration Using
Evolutionary Computation

In manual image registration, a set of corresponding pointsare
manually selected from the two images to compute the parameters
of the transformation model, and the registration performance is
generally evaluated by manually comparing the registered image
pairs. The same step is repeated several times until the registration
performance is satisfied. If the background changes, the entire pro-
cedure needs to be repeated again. This makes manual image reg-
istration inapplicable when data are recorded at differentlocations
with changing time or with different sensor setup. The automatic
image registration is desirable under this situation.

2.3.1 Parameter Estimation by Silhouette Matching
Due to the phenomenological differences of objects in colorand

IR images, it is difficult to automatically find accurate correspon-
dence between color and IR images. Figure 2 shows different ob-
ject appearances in color and IR images due to the phenomenolog-
ical difference between the image formation process of color and
IR video sensors. However, human motion provides enough cues
for automatic image registration between synchronized color and
IR images in our human silhouette extraction application. Com-
pared with the correspondence of individual points, the preliminary
extracted body silhouette regions provide more reliable correspon-
dence between color and IR image pairs. Therefore, we propose a
method to perform a match of the transformed color silhouette to
the IR silhouette. That is, we estimate the set of model parameters� to maximize

Similarity�� � �� � � � � 
 ��
�� �

Num���� �� � �� ��
Num���� �� � �� � (8)

where� is the silhouette binary image obtained from the IR image,� is the silhouette binary image obtained from color image,
�� ��

is the transformed binary image of� by rigid transformation with
parameter set� , � is the number of color and IR image pairs, and
Num�� � is the number of silhouette pixels in a silhouette image� .
We use the product of similarity of image pairs instead of thesum
to reduce the possibility of falling into local maxima on specific
frame(s), i.e., to increase the possibility of the global maximum on
all images pairs.

In the rigid transformation model, the parameters are the el-
ements of the 2-D linear transformation matrix in Equation (3).
However, the ranges of these parameters are difficult to be deter-
mined. In the rigid transformation model, a maximum correspon-
dence of four points (two pairs) is required. If we fix two points in
the IR image as the reference points, the 2-D coordinates of their
corresponding points in the synchronous color image can be used
to determine the rigid transformation model. Because the locations
of the corresponding points should exist in limited local areas, the
ranges of new parameters can be determined.

For each pair of color and IR images, we have obtained one pairs
of initial correspondence, i.e., centroid of the preliminary extracted
silhouettes. Under the assumption of planar object surface(i.e., hu-
man walks along the same direction in the scene so that the human
body surface from the video sensor view in each frame lies on the
same plane over the whole sequence), we can choose initial corre-
spondence from two image pairs in the given color and IR image
sequences. In this way, we have two pairs of initial correspondence:
two points in the IR image are reference points and two pointsin
the color images are initial model parameters whose exact values
need to be estimated. If all the two pairs of points are chosenfrom
a small area, the resulting registration performance may beunsat-
isfied in other areas. To avoid this problem, these points should
be located as far away as possible in the images. This is also the
reason that we do not choose all the corresponding points from the
silhouettes of one color and IR image pair.

2.3.2 Genetic Algorithm based Hierarchical Corre-
spondence Search

We use Genetic Algorithm (GA) to solve the optimization prob-
lem in Equation (8). GA provides a learning method motivated
by an analogy to biological evolution. Rather than search from
general-to-specific hypotheses, or from simple-to-complex hypothe-
ses, GA generates successor hypotheses by repeatedly mutating and
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Figure 2: Different object appearances in color and IR images are due to the phenomenological differences between the image
formation process of color and IR video sensors. The images are at different resolutions and the field-of-views (FOVs) ofthe two
sensors overlap (Color video sensor FOV contains IR video sensor FOV).

recombining parts of the best currently known hypotheses. At each
step, a collection of hypotheses called the current population is up-
dated by replacing some fraction of the population by offspring
of the most fit current hypotheses. After a large number of steps,
the hypotheses having the best fitness are considered as solutions.
However, a single genetic algorithm is not appropriate to estimate
the subpixel location of corresponding points in given search win-
dows. The accurate subpixel corresponding point search requires
longer bit length for each coordinate value of each point. Asa
result, the population size of GA need to be large to reduce the
probability of falling into a local maxima. Due to the costlyfit-
ness function (8), the large population size is not desirable. In this
paper, we propose a Hierarchical Genetic Algorithm (HGA) based
search scheme to estimate the model parameters within a series of
windows with adaptively reduced size as shown in Figure 3. The
model parameters are coordinate values of the two points in the
color image plane, corresponding to the two reference points in the
thermal image plane.

We choose the estimated human silhouette centroids (as men-
tioned in Section 2.2) from two IR images in the same IR video as
2 reference points in the IR image plane. Let� 
 �� � � 	 � � � � � 	� ��be the model parameter to be estimated, where� � 
 �� � � 	 �� and
� � 
 �� � � 	� � are correspondence coordinates to be searched. The
estimated 2 centroids from the two corresponding color images,
� � �� 
 �� � �� � 	 � �� � and � � �� 
 ��� �� � 	 � �� �, are chosen as the

initial correspondence in the color image plane. At each search
level of the HGA based search scheme, GA is applied to estimate
the two corresponding coordinates according to Equation (8). The
center and size of search windows are both determined by the previ-
ous three estimates of corresponding coordinates. In the�th search
level, the centers of the two search windows for the two correspond-
ing points are chosen as follows:

� �
�
� 
 �	


	�
� � �

� � �� � 
 
��� � �� � � � ����
 � �� � 
 
 ��� � ���� � � � �
��� � � � �

�� ���� � �� � � 
 � (9)

where� 
 
 � 
, � � �
� is the new estimate of� � after the� th search

level. The square length of the search windows are chosen as fol-
lows:

�� 

�			

			�

�� � �� � 
 
�
������ �� �� � �� � ��

�� �� � �� � 
 
 ������� ����� �� �
�
��� �� � ���� �� � ��� ��� � �����

�
��� �� � ���� �� � ��� ��� � �� � � 
 �

(10)
where�� is the preselected initial length of search windows. This
iterative procedure is repeated until the search�� is lower than a
pre-selected lower limit� �.

In the proposed approach, the code length of parameters in each
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Figure 3: HGA-based search scheme to estimate the two 2-D point locations (black and white) simultaneously in color images. This
graph only illustrates the procedure of correspondence estimation. The search windows here are only for illustration whose sizes are
much larger than the real window sizes.
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Figure 4: Examples of registration results: first row - original color images, second row - original IR images, third row -transformed
color images.

GA can be short without decreasing the final estimation accuracy.
Considering the costly objective function in our application, the
population size cannot be large. Short code length is desired be-
cause a GA with high ratio of code length over population sizehas
a high probability of falling into the local maximum. Generally,
the window size will be adaptively reduced until reaching the lower
limit. Even if the real correspondence exists outside of theinitial
search window, the approach still has the possibility to finda good
estimate because the new window might cover areas outside ofthe
initial window. After the correspondences in the color image plane
are located, the transformation is uniquely determined forthis pair
of color and IR image sequences, and it will be used to transform
color images into the plane of IR images.

3. EXPERIMENTAL RESULTS
The image data used in our experiments are real human walking

data recorded by the two video sensors in the same indoor envi-
ronment. Color images are recorded by a PC camera with image
size of 
�� � �
� as shown in the first row of Figure 4. IR im-
ages are recorded by a long-wave IR video sensor with image size
of 
�� � �
� as shown in the third row of Figure 4. Both video
sensors have fixed but different focal lengths. The IR video sensor
has a higher resolution and less distortion than the PC camera, and
is, therefore, used as the base video sensor in our experiments.

Three color and IR images are selected for matching in Equation
(8). The initial search window is set as
� � 
� pixels (� � 
 
�),
and the final search window is� �
 � � �
 pixels (� � 
 � �
). In the
GA at each search level, we use 6 bits to represent each coordinate
value (totally 24 bits for 4 coordinate values); fitness function is the
similarity between image pairs in Equation (8); populationsize is

100; crossover rate is 0.9; crossover method is uniform crossover;
mutation rate is 0.05; the GA will terminate if the fitness values
have not changed for� successive steps.

Figure 5 shows examples of estimated transformation results from
good initial corresponding points at different search levels, while
Figure 6 shows results from bad initial corresponding points. Even
though the original transformation 6(c) is far away from thetrue
transformation, the transformation results are improved gradually
at successive search levels and finally converged around thereal
transformation. The variations of fitness values from good and bad
initial correspondence are shown in Figure 7 and 8, respectively.
The vertical line corresponds to the last generation at eachsearch
level. The curve between two adjacent vertical lines indicate the
variation of GA fitness values in a search level. In the GA at each
search level, the populations are randomly generated, leading to the
drop of the fitness value at the beginning of each search level. We
do not use the population from the previous search level because we
hope to estimate transformation parameters more accurately as the
window size decreases and diversify the population to avoidpre-
mature convergence. In general, our image registration approach is
not sensitive to the location of initial correspondence if it is located
inside or slightly outside of the initial search window depending on
the size of the initial search window.

Figure 4 shows the comparison of original color images, trans-
formed color images, and original IR images. To evaluate theregis-
tration performance, we define the registration precision as� �� �� � 
�� � � �� �� � � �, where� and� are manually labeled human
silhouette pixel sets from the original IR image and the transformed
color image, respectively. According to this definition, the registra-
tion precision for the 3 image pairs in Figure 4 is�	
 , 	�
 and
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(a) (b) (c) (d)

(e) (f) (g) (h)

Figure 5: Example of estimated transformation results from good initial correspondence: (a) original silhouettes from thermal
images, (b) original silhouettes from color images, (c) matching error of the initial transformation, (d) matching err or after the first
search level, (e) after the second search level, (f) after the third search level, (g) after the fourth search level, (h) after the 12th search
level.

(a) (b) (c) (d)

(e) (f) (g) (h)

Figure 6: Example of estimated transformation results frombad initial correspondence: (a) original silhouettes fromthermal images,
(b) original silhouettes from color images, (c) matching error of the initial transformation, (d) matching error after the first search
level, (e) after the second search level, (f) after the thirdsearch level, (g) after the fourth search level, (h) after the 23th search level.
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Figure 7: Variation of fitness values from good initial corre-
spondence. The vertical line corresponds to the last generation
at each search level. The curve between two adjacent vertical
lines indicate the variation of GA fitness values at a search level.

	�
 , respectively. Considering that the color and IR image pairs
are not exactly synchronized, and there are labeling errorsdue to
the physical difference between color and IR signals, our image
registration still achieves good results. This experimentis a nice
case study with successful results. The proposed approach will be
applied on different data sets to test the generality.

4. CONCLUSIONS
In this paper, we propose a Hierarchical Genetic Algorithm (HGA)

based scheme to automatically find correspondence so that the pre-
liminary silhouettes form the color and IR images are well matched.
The computed correspondence and the corresponding transforma-
tion are used for image registration in the same scene. Experiments
show that the proposed approach is not sensitive to the location of
initial correspondence if it is located inside or slightly outside of
the initial search window, and achieves good performance for im-
age registration between color and IR image sequences.
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