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ABSTRACT

Image registration between multi-sensor imagery is a ehgihg
problem due to the difficulties associated with finding a espon-
dence between pixels from images taken by the two sensorg- Ho
ever, the moving people in a static scene provide cues tceasldr
this problem. In this paper, we propose a hierarchical agrdo
automatically find the correspondence between the prediminu-
man silhouettes extracted from synchronous color andriediréiR)
image sequences for image registration using evolutiooamypu-
tation. The proposed approach reduces the overall coniquuht
load without decreasing the final estimation accuracy. Hxpn-
tal results show that the proposed approach achieves gsattse
for image registration between color and IR imagery.

Categories:l. Computing Methodologies

1.4 Image Processing and Computer Vision

1.4.8 Scene Analysis

Subject Descriptor: Sensor fusion

General Terms: Algorithms

Keywords: Sensor Fusion, Automatic Image Registration, Color
Image Sequence, IR Image Sequence, Genetic Algorithm.

1. INTRODUCTION

Images from different kind of sensors generally have diffier
pixel characteristics due to the phenomenological diffees be-
tween the image formation processes of the sensors. Intrecen
years, sensor fusion approaches have been employed tovienpro
the performance of object detection and recognition, eafhgdn
the field of automated target recognition [1, 2] and remotesisg
[3, 4,5, 6].

Image registration is essential for precise comparisorusioh
of images from multiple sensors at the pixel level. Sometime
manual image registration is employed in many sensor fuspBn
proaches [1, 2]. This needs lots of human interaction whsafoit
desirable in processing large collections of image datartakder
different field-of-views of the sensors.

Several approaches have been proposed for automaticraegist
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tion between Synthetic Aperture Radar (SAR) and opticabiesa

Li et al. [3] proposed an elastic contour matching schemedas
on the active contour model for multi-sensor image redistnebe-
tween SAR (microwave) and SPOT (visible and near IR) images.
Inglada and Adragna [4] proposed an approach for autonratige
registration between SAR and SPOT images. They first extlact
edges in both images, and then used a genetic algorithminoedst
the geometric transformation which minimized the matcréngr
between corresponding edges. Similarly, Ali and Clausiajio-
matically registered SAR and visible band remote sensirages
using an edge-based pattern matching method. In order &beloc
reliable control points between SAR and SPOT images, Dagle an
Dowman [6] proposed an automatic image registration amgproa
based on multiple feature extraction and matching methadiser
than just relying on one method of feature extraction. Zhang
Chellappa [7] proposed an automatic image registratiomosg

to estimate 2-D translation, rotation and scale of two pHytbver-
lapping images obtained from the same sensor. They exeaet f
tures from each image using a Gabor wavelet decompositidn an
a local scale interaction method to detect local curvatiseouhti-
nuities. Hierarchical feature matching is performed toagbthe
estimate of translation, rotation and scale. Li and Zho9[&x-
tended this single sensor image registration approacteteaink of
automatic color/IR and SAR/IR image registration. Thepr@ach

is based on the assumption that some strong contours asnfeds

in both the color and IR images. Consistent checking is requi
to remove inconsistent features between images from diffesen-
sors.

Due to the difficulty in finding the correspondence between im
ages with different physical characteristics, image tegfion be-
tween imagery from different sensors is still a challengimgb-
lem. In our task of human silhouette extraction, objectsdloic
and IR images appear different due to different phenomeyatd
color and IR video sensors. Also, there are differencesarfidtd-
of-view and resolution of the sensors. Therefore, it is galhe
difficult to precisely determine the corresponding poingsween
color and IR images. However, human motion provides enough
cues for automatic image registration between synchrdnipéor
and thermal images in our human silhouette extraction egipdin.
Compared with the correspondence of individual points,ee
liminary extracted body silhouette regions provide a met@ble
correspondence between color and thermal image pairsisipdh
per, we propose a automatic image registration method forpea
match of the transformed color silhouette to the thermhbsiétte.

We use Genetic Algorithm (GA) to solve the optimization prob
lem in silhouette matching. However, the accurate submiasie-
sponding point search requires longer bit length for eaohdinate
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Figure 1: Proposed hierarchical genetic algorithm based miti-modal image registration approach.

value of each point. As a result, the population size of GAdsee
to be large to reduce the probability of falling into a locadxm
ima. Due to the costly fitness function, the large populasae

is not desirable. In this paper, we propose a HierarchicaleGe
Algorithm (HGA) based search scheme to estimate the model pa
rameters within a series of windows with adaptively redusied at
different levels. The proposed approach reduces the d\cna-
putational load of the GA without decreasing the final estiom
accuracy.

2. TECHNICAL APPROACH

In this paper, we propose a Genetic Algorithm (GA) based hier
archical correspondence search approach for automatieimegy-
istration between synchronous color and IR image sequesges
shown in Figure 1. Input of the system are videos possibli tuit-
mans, recorded simultaneously by both color and IR videsasn
Next, a background subtraction method is applied to botbreaoid
IR images to extract silhouettes from the background. Sitie
centroids are then computed from the color and IR silhosdtie
form the initial correspondence between color and IR imades
hierarchical Genetic Algorithm (HGA) based scheme is eygdo
to estimate the exact correspondence so that the silheuetia
the synchronous color and IR images are well matched. The-tra
formation so obtained from this correspondence is usedéordg-
istration of images from color and IR video sensors. Mandgva
al. [10] proposed an adaptive GA based approach for medital i
age registration with manually selected region-of-irgerés com-
pared to their approach, our approach employs the similacegt
of hierarchical search space scaling in evolutionary cdatmn.
However, the two approaches are different in strategigsieimen-
tation and applications.

2.1 Image Transformation Model

transformed into the 2-D poirfX’, V") in the IR image as follows:
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where(z,y, z) and (z’,y', 2’) are the 3-D location of the points
in color and IR video sensor coordinates, respectivelyt,(Ay,
Az) is the 3-D displacement vector of two sensors in the world
coordinate systeny and f’ are focal length of two video sensors.
According to the degree of elasticity of the transformagichey
can be rigid, affine, projective, or curved [11]. In our exdenget
up the geometric transformation is more complex than thielrig
affine, and projective models since the surfaces of objenteun-
tered in the scene are not flat. However, the geometric wemsf
tion for planar objects can be strictly represented by acgtoje
transformation [12]. Assuming that there is a large distabe-
tween the video sensor and the walking people, the visibheamu
surface from the video sensor view can be approximated asipla
In this case, the projective transformation model is appate for
image registration for our application. Furthermore, asisg that
the person walks along the frontoparallel direction witbpect to
the image plane and video sensor axes are parallel to thedjrou
the visible human surface during the walking sequence appro
mately parallels to the image planes of both color and IR wide
sensors. Under this assumption, the geometric transf@mean
be further simplified as the rigid model. A rigid transforimatcan
be decomposed into 2-D translation, rotation, and reflactiothe
rigid transformation, the distance between any two pointthe
color image plane is preserved when these two points are edapp
into the IR image plane. The 2-D poi(X,Y) in the color image

We use one color video sensor and one IR video sensor for sen-plane is transformed into the 2-D poiX”’, Y") in the IR image

sor fusion. We locate the color and IR video sensors as clese a
possible without interference, and adjust their paramegerthat
the field-of-views of both sensors contain the desired sedrere
human motion occurs. Such a geometric transformation cagdbe
resented by a 3-D rotation transformation and a 3-D traiosiatVe
transform points in the color image plane into points in tRerh-

plane as follows:

()= () (&) o

YI
whered is the rotation angle, anfA X, AY)7 is the translation
vector [11]. Rigid transformations are used when shapdserirt-
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age plane because the IR images have a higher resolution and g@ut image are unchanged, but the image is distorted by some co

smaller field-of-view. The 2-D pointX,Y’) in the color image is
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bination of translation, rotation, and scaling. Straighé$ remain



straight, and parallel lines are still parallel under theuasption

as mentioned above. A minimum correspondence of two pairs of

points is required in the rigid transformation.

Compared to the complex projective model, the rigid model re
duces the probability of estimated transformation ovanfittthe
distorted human silhouettes from color and IR video senséafts
though the frontoparallel assumption is generally unatdé in
real surveillance situations, we only need one pair of secge
satisfying this assumption to register color/IR imagenheTeg-
istration result will be used for human silhouette extm@etfrom
other synchronous color/IR sequence pairs under the samserse
setup.

2.2 Silhouette Extraction and Correspondence
Initialization

Assuming that both the color and IR video sensors are static a
human is the only moving object in the scene, human silhewait
be extracted by a simple background subtraction method.otem
the color background, we choose some frames from the given co
image sequence that only contains background, and comipaite t
mean and standard deviation values for each pixel in eadar col
channel. Assuming that the background has a Gaussiarbdisbm
at each pixel, a pixel dtX, Y) in the input color image is classified
as part of moving objects if

[r(X,Y) —pr (X, V)| > Bor(X,Y) (4)
|9(X,Y) —pe(X,Y)| > Boyg(X,Y) (5)
or [b(X,Y)— (X, Y)| > Pop(X,Y) (6)

wherer, g andb represent pixel color values of the input image for
red, green and blue channels, respectivgly;u, andu, represent
mean values of the background pixel coley; o4, ando, represent
standard deviation values of the background pixel cabors the
arbitrarily selected threshold.

Similarly, a pixel at(X, Y) in the input IR image is classified as
part of moving objects if

|t(X7Y)_/1’t(X1Y)| >ﬂat(X7Y)7 (7)

wheret represents the pixel IR value in the input IR images;
represents the mean value of the background pixel temperatu
o represents the standard deviation value of the backgroixet p

2.3.1 Parameter Estimation by Silhouette Matching

Due to the phenomenological differences of objects in cafat
IR images, it is difficult to automatically find accurate aspon-
dence between color and IR images. Figure 2 shows diffetent o
ject appearances in color and IR images due to the phenoatgenol
ical difference between the image formation process ofrcatal
IR video sensors. However, human motion provides enough cue
for automatic image registration between synchronizedrcahd
IR images in our human silhouette extraction applicatiomme
pared with the correspondence of individual points, thémpieary
extracted body silhouette regions provide more reliabtesspon-
dence between color and IR image pairs. Therefore, we peopos
method to perform a match of the transformed color silheutett
the IR silhouette. That is, we estimate the set of model petars
p to maximize

1 Num(To,p N 1))

Similarity(p; I;; C;) =
F Num(T¢;;p U I;)

8
wherel is the silhouette binary image obtained from the IR image,
C is the silhouette binary image obtained from color imafep

is the transformed binary image 6f by rigid transformation with
parameter sgb, N is the number of color and IR image pairs, and
Num(X) is the number of silhouette pixels in a silhouette image
We use the product of similarity of image pairs instead ofstim

to reduce the possibility of falling into local maxima on sjfie
frame(s), i.e., to increase the possibility of the globakimaum on

all images pairs.

In the rigid transformation model, the parameters are the el
ements of the 2-D linear transformation matrix in Equati@j (
However, the ranges of these parameters are difficult to ter-de
mined. In the rigid transformation model, a maximum coroesp
dence of four points (two pairs) is required. If we fix two pisiin
the IR image as the reference points, the 2-D coordinatelsenf t
corresponding points in the synchronous color image carsbd u
to determine the rigid transformation model. Because tbations
of the corresponding points should exist in limited locaes, the
ranges of new parameters can be determined.

For each pair of color and IR images, we have obtained one pair
of initial correspondence, i.e., centroid of the prelinmnextracted
silhouettes. Under the assumption of planar object suffazehu-

temperature;3 is the arbitrary selected threshold. The threshold man walks along the same direction in the scene so that tharfmum
3 is chosen to have the same value for both color and IR images body surface from the video sensor view in each frame liedien t

so that the extracted body silhouettes can be compared sathe
level (3 = 15 in our experiments).

After silhouettes are extracted from each color image arsljit-
chronous IR image, the centroid of the silhouette regionoim-c
puted as the initial correspondence between each pair of aod
IR images.

2.3 Automatic Image Registration Using
Evolutionary Computation

In manual image registration, a set of corresponding pairgs
manually selected from the two images to compute the pammet
of the transformation model, and the registration perforoaais
generally evaluated by manually comparing the registemeahe
pairs. The same step is repeated several times until thetnatipn
performance is satisfied. If the background changes, tliegmb-

same plane over the whole sequence), we can choose initial co
spondence from two image pairs in the given color and IR image
sequences. Inthis way, we have two pairs of initial corragpace:
two points in the IR image are reference points and two pamts
the color images are initial model parameters whose exdoesa
need to be estimated. If all the two pairs of points are chérsen

a small area, the resulting registration performance maynisat-
isfied in other areas. To avoid this problem, these pointsilsho
be located as far away as possible in the images. This islaso t
reason that we do not choose all the corresponding points tine
silhouettes of one color and IR image pair.

2.3.2 Genetic Algorithm based Hierarchical Corre-
spondence Search

We use Genetic Algorithm (GA) to solve the optimization prob

cedure needs to be repeated again. This makes manual ingage re lem in Equation (8). GA provides a learning method motivated

istration inapplicable when data are recorded at diffel@rdtions
with changing time or with different sensor setup. The awttm
image registration is desirable under this situation.
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by an analogy to biological evolution. Rather than searomfr
general-to-specific hypotheses, or from simple-to-compi@othe-
ses, GA generates successor hypotheses by repeatedlingatad
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Figure 2: Different object appearances in color and IR imags are due to the phenomenological differences between the age
formation process of color and IR video sensors. The imagegeaat different resolutions and the field-of-views (FOVs) ofthe two
sensors overlap (Color video sensor FOV contains IR video ssor FOV).

recombining parts of the best currently known hypothes¢gagh initial correspondence in the color image plane. At eachickea
step, a collection of hypotheses called the current pojould up- level of the HGA based search scheme, GA is applied to esimat
dated by replacing some fraction of the population by offgpr the two corresponding coordinates according to EquatipnTBe

of the most fit current hypotheses. After a large number gisste  center and size of search windows are both determined by¢he p
the hypotheses having the best fithess are considered &i®isslu ous three estimates of corresponding coordinates. lhttheearch

However, a single genetic algorithm is not appropriate torege level, the centers of the two search windows for the two cpwad-
the subpixel location of corresponding points in given seavin- ing points are chosen as follows:

dows. The accurate subpixel corresponding point searakiresq

longer bit length for each coordinate value of each point. 8As X4,0, ifk =1,
result, the population size of GA need to be large to reduee th Cik = { (%40 +%4,1)/2, ifk=2; (9)
probability of falling into a local maxima. Due to the cosfiy (Xih—3 +Xi o2 + Xik_1)/3, ifk>2,

ness function (8), the large population size is not desitalul this

paper, we propose a Hierarchical Genetic Algorithm (HGAgdna wherei = 1,2, x;,; is the new estimate af; after thejth search
search scheme to estimate the model parameters withines séri level. The square length of the search windows are choseul-as f
windows with adaptively reduced size as shown in Figure 32 Th |ows:

model parameters are coordinate values of the two pointedan t

color image plane, corresponding to the two reference pairthe Wo, ifk=1;

thermal image plane. max}_{|pj,0 — i1}, ifk = 2;

~We (_:hoose_the estimated hume_tn sﬂhoyette centroids (_as men- "k max}_; {max{p; x 3,pjk 2,Djk 1}

tioned in Section 2.2) from two IR images in the same IR vidgeo a . k> 2
k —min{p; k-3, Pj.k-2,Pik-1}},  ifk>2,

2 reference points in the IR image plane. pet [z1, y1, T2, y2 (10)

be the model parameter to be estlmated., whare= (21, 41) and wherewy is the preselected initial length of search windows. This
X3 = (2, y2) are correspondence coordinates to be searched. Theyo e procedure is repeated until the searghis lower than a
estimated 2 centroids from the two corresponding color esag

- and _ are chosen as the pre-selected lower limit; .
x10 = (@1.0,31.0) x20 = (220,420). In the proposed approach, the code length of parametersin ea
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Figure 3: HGA-based search scheme to estimate the two 2-D pailocations (black and white) simultaneously in color ima@s. This
graph only illustrates the procedure of correspondence eshation. The search windows here are only for illustration whose sizes are
much larger than the real window sizes.
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Figure 4: Examples of registration results: first row - original color images, second row - original IR images, third row transformed

color images.

GA can be short without decreasing the final estimation aayur
Considering the costly objective function in our applioati the
population size cannot be large. Short code length is dbbiee
cause a GA with high ratio of code length over population bizg
a high probability of falling into the local maximum. Genkya
the window size will be adaptively reduced until reaching libwer
limit. Even if the real correspondence exists outside ofilitél
search window, the approach still has the possibility to &igbod
estimate because the new window might cover areas outsithe of
initial window. After the correspondences in the color iragdane
are located, the transformation is uniquely determinedHisrpair
of color and IR image sequences, and it will be used to tramsfo
color images into the plane of IR images.

3. EXPERIMENTAL RESULTS

100; crossover rate is 0.9; crossover method is uniformsones';
mutation rate is 0.05; the GA will terminate if the fithessued
have not changed fdr successive steps.

Figure 5 shows examples of estimated transformation sefaln
good initial corresponding points at different search levehile
Figure 6 shows results from bad initial corresponding moiEiven
though the original transformation 6(c) is far away from thee
transformation, the transformation results are improvedigally
at successive search levels and finally converged arountcete
transformation. The variations of fitness values from goud lzad
initial correspondence are shown in Figure 7 and 8, resmdgti
The vertical line corresponds to the last generation at saaich
level. The curve between two adjacent vertical lines inmiche
variation of GA fitness values in a search level. In the GA ahea
search level, the populations are randomly generatednigéalthe
drop of the fithess value at the beginning of each search. lgVel

The image data used in our experiments are real human walkingdo not use the population from the previous search levelusscae
data recorded by the two video sensors in the same indoor envi hope to estimate transformation parameters more accyeahe
ronment. Color images are recorded by a PC camera with imagewindow size decreases and diversify the population to apoéd

size 0f240 x 320 as shown in the first row of Figure 4. IR im-
ages are recorded by a long-wave IR video sensor with image si
of 240 x 320 as shown in the third row of Figure 4. Both video
sensors have fixed but different focal lengths. The IR videtser
has a higher resolution and less distortion than the PC caraed
is, therefore, used as the base video sensor in our expgsimen
Three color and IR images are selected for matching in Eguati
(8). The initial search window is set &6 x 16 pixels w; = 16),
and the final search window @51 x 0.1 pixels @; = 0.1). In the
GA at each search level, we use 6 bits to represent each natedi
value (totally 24 bits for 4 coordinate values); fitness tiortis the
similarity between image pairs in Equation (8); populatsize is

2050

mature convergence. In general, our image registratioroapp is
not sensitive to the location of initial correspondence i iocated
inside or slightly outside of the initial search window degig on
the size of the initial search window.

Figure 4 shows the comparison of original color images,stran
formed color images, and original IR images. To evaluateepes-
tration performance, we define the registration precissdR@, B) =
(AN B)/(AU B), whereA and B are manually labeled human
silhouette pixel sets from the original IR image and thedfanmed
color image, respectively. According to this definitiore tiegistra-
tion precision for the 3 image pairs in Figure 478%, 80% and



Figure 5: Example of estimated transformation results fromgood initial correspondence: (a) original silhouettes fron thermal
images, (b) original silhouettes from color images, (c) mahing error of the initial transformation, (d) matching err or after the first
search level, (e) after the second search level, (f) afterdtthird search level, (g) after the fourth search level, (h) #ier the 12th search
level.

() (b) (c) (d)

Figure 6: Example of estimated transformation results frombad initial correspondence: (a) original silhouettes fronthermal images,
(b) original silhouettes from color images, (c) matching emr of the initial transformation, (d) matching error after the first search
level, (e) after the second search level, (f) after the thirdearch level, (g) after the fourth search level, (h) after te 23th search level.
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Figure 7: Variation of fithess values from good initial corre-
spondence. The vertical line corresponds to the last gendran
at each search level. The curve between two adjacent vertica
lines indicate the variation of GA fitness values at a searctelel.

85%, respectively. Considering that the color and IR imagespair
are not exactly synchronized, and there are labeling edwoesto
the physical difference between color and IR signals, owagen
registration still achieves good results. This experinierd nice
case study with successful results. The proposed approiidiew
applied on different data sets to test the generality.

4. CONCLUSIONS

In this paper, we propose a Hierarchical Genetic AlgorithRiGA)
based scheme to automatically find correspondence so thpteh
liminary silhouettes form the color and IR images are welichad.
The computed correspondence and the corresponding trarasfo
tion are used for image registration in the same scene. Enpnts
show that the proposed approach is not sensitive to theidocat
initial correspondence if it is located inside or slightlytside of
the initial search window, and achieves good performancéare
age registration between color and IR image sequences.
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