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Abstract—A reference-based algorithm for scene image cat-
egorization is presented in this letter. In addition to using a
reference-set for images representation, we also associate the ref-
erence-set with training data in sparse codes during the dictionary
learning process. The reference-set is combined with the recon-
struction error to form a unified objective function. The optimal
solution is efficiently obtained using the K-SVD algorithm. After
dictionaries are constructed, Locality-constrained Linear Coding
(LLC) features of images are extracted. Then, we represent each
image feature vector using the similarities between the image and
the reference-set, leading to a significant reduction of the dimen-
sionality in the feature space. Experimental results demonstrate
that our method achieves outstanding performance.

Index Terms—Image analysis, image classification, dictionary
learning, pattern recognition.

I. INTRODUCTION

AG-OF-WORDS (BoW) representation combined with

spatial pyramid matching (SPM) [1] has become one
of the most popular methods for representing image content
and has been successfully applied to object categorization. To
improve the scalability, researchers have focused on obtaining
nonlinear feature representations that work better with linear
classifiers, e.g., [2], [3]. In particular, Yang et al. [3] proposed
the sparse coding (SC) method where SC was used instead of
vector quantization (VQ) to obtain nonlinear codes. Yu et al.
[4] proposed to encourage the SC to be local by using the local
coordinate coding (LCC) mechanism. Wang proposed a simple
but effective coding scheme called Locality-constrained Linear
Coding (LLC) [5]. With linear classifier, the LLC approach
performs significantly better than the traditional nonlinear
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SPM, achieving the state-of-the-art performance on several
benchmarks.

The performance of the above methods relies on the quality
of the dictionary (codebook). Traditionally, dictionary was usu-
ally constructed in an unsupervised manner such as k-means to
cluster the descriptor vectors of patches sampled either densely
or sparsely from a set of training images. Although this kind of
methods works well for texture analysis on images containing
only a few homogeneous regions, it is not guaranteed to obtain
an optimal codebook for a complicated image category, such
as natural scenes. Gemert et al. [6] showed that this kind of
methods of codebook construction have two drawbacks: code-
word uncertainty and codeword plausibility, and proposed the
kernel codebooks to improve categorization performance. [7]
employed the entire set of training samples as the dictionary
for discriminative sparse coding, and achieved impressive per-
formances on face recognition. Many algorithms [5], [8] have
been proposed to efficiently learn an over-complete dictionary
that enforces a discriminative criterion. In order to scale to large
training sets, several small-sized dictionary learning methods
have been developed by [7], [9], [10]-[12]. In [10], a dictio-
nary learning algorithm, K-SVD, is introduced to learn an over-
complete dictionary and this method has been applied to in-
fill missing pixels and to image compression. Discriminative
K-SVD algorithm (D-KSVD) presented in [11] unified the dic-
tionary and classifier learning processes. [12] proposed a super-
vised algorithm to learn a compact and discriminative dictionary
for sparse coding.

In this paper, we propose a novel reference-based descriptor
to represent images. To support this representation, we use
sparse coding to learn the dictionaries and adopt the K-SVD
algorithm to efficiently obtain the optimal solutions. After
the representation, the feature dimensionality is remarkably
reduced, and the classification accuracy is significantly in-
creased. The main contributions of our method compared to
other methods are reference-combined dictionary learning and
reference-based representation for image classification. The
computational complexity is bounded by K-SVD [10].

The remainder of the letter is organized as follows: Section II
presents the reference-combined objective function and the
K-SVD algorithm for simultaneously learning a dictionary
with a reconstructive criterion. Section III introduces the ref-
erence-based method for image classification. Experimental
results and analysis on three widely used datasets are reported
in Section IV. Finally Section V concludes the letter and
discusses future work.

II. REFERENCE-COMBINED DICTIONARY LEARNING

The overall classification process is illustrated in Fig. 1.
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Fig. 1. Anoverview of the proposed scene categorization algorithm. This letter
concentrates on the dictionary learning and reference-based processing.

A. Dictionary Learning for Reconstruction and Sparse Coding

Let X be a set of P-dimensional signals, i.e., X =
[#1,...,25 € RF*N] Learning a reconstructive dictionary
with M entries for sparse representation of X can be accom-
plished by solving the following constrained least square fitting
problem:

(B,C) = argmin||X — BC||3, s.t|eillo < T,Vi, (1)
B.,C

where B = [by,...,by] € RE*M (M > P, making
the dictionary over-complete) is the learned dictionary,
C = [e1,...,cn] € RMXN s the sparse codes of X, and T is
a sparsity constraint factor. The term || X — BC||3 calculates
the reconstruction error.

The K-SVD algorithm [10] is an iterative approach to mini-
mize the energy in (1) and it learns a reconstructive dictionary
for sparse representations of signals. It is highly efficient and
works well in applications such as image restoration and com-
pression. Given B, sparse coding computes the sparse represen-
tation C' of X by solving:

2 stllello < T.Vi.  (2)

C = argmin|| X — BC|
c

B. Reference-Combined Dictionary Learning

In this paper, a reference-based method using a reference-set
for image representation is proposed and the reference-set is
also coded by the dictionary, so we combine its construction
error with the original object function to form a unified objective
function. The objective function for dictionary construction is
defined as:

(B,C,S) = argmin|| X — BC|3 + u||R — BS||3,
B,C.S
st leillo < Th,y ||sillo < 15, Vi, (3)

where 1 controls the relative contribution between training data
reconstruction and reference-set reconstruction, and 2 € R * L
is the reference-set signals, S € R *Z is the sparse codes of
I?. The reference-set is explained in Section III.

C. Optimization

We adapt the efficient K-SVD algorithm to find the optimal
solution for all parameters simultaneously of our method, and
we denote it as R-KSVD. Equation (3) can be rewritten as:
BC.iS)|3

2

(B,C,S) = argmin||(X, /uR) —

gl

st fleillo < Tusflsillo < To. Vi (4)
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Fig. 2. The flowchart of the reference-based classification scheme.

Let Xjew = (X \/ﬁR)7
mization of (4) as

Chew = (C, /12S). We relax the opti-

(B, Chew) = arg min|| Xpew
B.Clow

- BCneW”%a

st |enew, |lo < T, Vi.  (5)
This is exactly the problem that K-SVD [10] solves. Following
K-SVD, b,, and its corresponding coefficients, the m-th row
in C, denoted as cf, R , are updated at a time. Let F,, = (X —
> jm b (‘R) and CR, . denote the result of dlscardlng the

Zero entries in (’1? and F,,, respectively. b, and ¢3 can be com-
puted by solving the following problem:
(b, CR) = drgmmHEm — m(}gﬂp (6)
bon O

An SVD operation is performed for Em, ie, UXVt =
SVD(E,,). Then b,, and &} are computed as:

b = U(:, 1),

& =1L, 1)V (1), (7)

Finally, ¢ is used to replace the non-zero values in ¢

The parameter By for R-KSVD needs to be initialized. We
employ several iterations of K-SVD within each class and then
combine all the outputs (i.e., dictionary items learning from each
class) of each K-SVD. The label of each dictionary item b,,, is
then initialized based on the class it corresponds to and will
remain fixed during the entire dictionary learning process, al-
though #,,, is updated during the learning process. Dictionary
elements are uniformly allocated to each class with the number
of the elements proportional to the dictionary size [12].

III. REFERENCE-BASED SCHEME FOR CLASSIFICATION

Fig. 2 shows the flowchart of the reference-based scheme.
All the image features including the reference-set used for refer-
ence-based scheme are LLC features which are generated using
the dictionary trained by the proposed method introduced in the
last section. The LLC [5] coding method uses the following
criteria:

argmin|| X — BC||3 + A||D ® C||3,
c

st.1Te; = 1,Yi, (8)

where @ is the element-wise multiplication, and D € R *¥
denotes the locality adaptor matrix. Specifically,
dist(X, B
D:cxp(ils( - )> ©
o

where dist (X, B) is the Euclidean distance. LLC is easy to com-
pute and gives superior image classification performance than
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many existing approaches. The LLC features are saved for the
following reference-based scheme:
1) In the first step, we select n = 30 images per class ran-
domly from different datasets to assemble a reference-set.
2) Then given the probe image, the similarity between it and
each image in the reference-set is calculated by

Sri=1-F (d7; k)

P
oAy
RAETE
:1(27k2), (r=uw,0,...)
r(5)

where d is the x? distance of the probe image p and the
reference-set image r; (r; is the ¢-th image of reference-
subset ), F'(dy'; k) is its cumulative distribution function,
and k is a positive integer that specifies the number of de-
grees of freedom. I'(k/2) denotes the Gamma function,
v(k/2,d; /2) is the lower incomplete Gamma function.
From this step, a similarity matrix is obtained as shown in
Fig.2, 5, or 55’7 denotes the similarity between the probe
image p and the -th image in class o or 3 of reference-set.

3) In this step, the dimensionality of the similarity matrix is
reduced by averaging in row to generate the final repre-
sentation of the image denoted as [F, F)7, .. ]7 for clas-
sification according to (11). So if the number of the ref-
erence-subsets is 300, the dimension of the final feature
should be 300.

F} = mean <Z S’;"’) . (r=apf, ... (11)

i=1

(10)

4) Finally, we normalize the represented feature according to
(12) and use linear SVM as the classifier.

F, = F,/norm2(F,). (12)

This algorithm is based on reference-set, and more impor-

tantly, the same reference-set is used on various image databases
and does not need to be replaced.

IV. EXPERIMENTAL RESULTS

In this section, we evaluate our approach on three widely used
databases: Caltech-101 [13], fifteen scene categories [14], and
Pascal VOC2007 [15]. The proposed method is compared with
several state-of-the art methods. We use only a single descriptor,
the SIFT descriptors of 16 x 16 pixel patches computed over a
grid with a spacing of 8 pixels, and 4 x 4,2 x 2, 1 x 1 sub-regions
for LLC, throughout all the experiments. We refer to the publicly
available software packages of [5], [12] toset 4 = 4 and A =
1 x 1074,

Dictionary size for Caltech101 and VOC 2007 is 1024, and
for fifteen scene categories the sizes are 200 and 400. In our
setup, we use linear SVM as the classifier. We partition the
whole dataset of Caltech-101 into 30 training images per class
and the rest for testing images, and 100 training images per
class for the Scene 15. The reference-set is collected by 30 im-
ages per class from 392 different classes by randomly selected
in fifteen scene categories, Caltech101, Caltech-256 [16], and
Pascal VOC2007. The dimension of the final image feature is
reduced significantly compared to original features as presented
in Table L.

TABLE 1
FEATURE DIMENSIONALITY COMPARE WITH 200, 400,
AND 1024 BASES DICTIONARIES

Feature 200 400 1024
LLC [5] 4200 8400 21504
Ours 392 392 392
TABLE I1

IMAGE CLASSIFICATION RESULTS ON CALTECH101 DATABASE

Classification Classification Accuracy(%)
Method 5 10 15 20 25 30
Lazebnik [1] - - 56.4 - - 64.6
Gemert [6] - - - - - 64.16
Yang [3] - - 67.0 - - 73.2
Wang [5] 51.15  59.77 6543 6774 70.16 73.44
K-SVD [10] 49.8 59.8 65.2 68.7 71.0 73.2
D-KSVD [11] 49.6 59.5 65.1 68.6 71.1 73.0
LC-KSVDI [12] 53.5 61.9 66.8 70.3 72.1 73.4
LC-KSVD2 [12] 54.0 63.1 67.7 70.5 72.3 73.6
Ours 72.5 779 79.7 814 82.3 83.0
TABLE III
IMAGE CLASSIFICATION RESULTS ON SCENE1S5 DATABASE
Classification ~ Accuracy(%)  Classification  Accuracy(%)
Method 200 400 Method 200 400
Lazebnik [1] 745 74.8 Yang [3] - 80.28
Gemert [6] 743 76.67 Wang [5] 78.5 80.2
Ours 82.8 83.2

We repeat the experiments 10 times with different random
selections of the reference-set and different random splits of the
training and testing images to obtain stable results. The final
recognition rates are reported as the average of each run. All
experiments are conducted on a Dell DO1X computer with 6 G
memory and 3.2 Ghz Quad Core CPU.

A. Caltech-101

Our first set of experiments is on the Caltech-101 database
[13], which contains 9144 images in 101 classes. Each category
has 31 to 800 images, and most images are of medium resolu-
tion, i.e., about 300 x 300 pixels.

We compare our result with K-SVD [10], D-SVD [11],
LC-KSVD [12] and other state-of-art approaches [1], [6], [3],
[5]. As shown in Table II, our approach remarkably outper-
forms all the competing approaches with nearly 10% increase
compared to the next best result. Moreover, the classification
accuracy with 5 training images per class is still comparable
with the other methods. The average computation time of clas-
sifying one test images is 0.77 ms. In our evaluation, totally 16
classes achieve 100% classification accuracy with 30 training
images per class.

B. Scene Category Recognition

The second dataset is composed of fifteen scene categories
[14]. The number of images per category varies from 200 to
400, and the average image size is 300 x 250 pixels. The major
sources of the pictures in the dataset include the COREL col-
lection, personal photographs, and Google image search. It is
one of the most complete scene category dataset used in the
literature.
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TABLE IV
IMAGE CLASSIFICATION RESULTS ON PASCAL VOC 2007 DATABASE

Object Class aero  bicyc bird boat bottle bus car cat  chair cow
LLC [5] 74.8 65.2 50.7 70.9 28.7 68.8 78.5 61.7 543 486
Best PASCAL’07 [15] 77.5 63.6 56.1 71.9 33.1 60.6 78.0 588 535 426
Ours 79.0 72.8 57.9 72.6 29.9 71.8 81.9 651 61.6 53.5
Object Class table dog horse  mbike person plant sheep sofa  train tv Average
LLC [5] 51.8 44.1 76.6 66.9 83.5 30.8 44.6 534 782 535 59.3
Best PASCAL’07 [15] 549 45.8 71.5 64.0 85.9 36.3 44.7 509 79.2 532 59.4
Ours 64.6 44.8 71.4 69.7 88.8 38.9 45.3 529 784 593 63.0
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Fig. 3. Confusion table of Scenel5 dataset using 400 dictionary, the grid de-
tector and patch based representation. The average performance is 83.2%.

Table IIT shows that our method yields the best results with
200 bases and 400 bases. A closer look at the confusion table
(Fig. 3) reveals that the highest block of errors occurs among the
four categories: livingroom, industrial, opencountry and bed-
room. The average computation time of classifying one test im-
ages is 0.31 ms.

C. Pascal VOC 2007

The PASCAL 2007 dataset consists of 9,963 images in 20
classes. The dataset is a challenging one because all the images
are daily pictures got from Flicker where the size, viewing
angle, illumination, appearances of objects and their poses vary
greatly, with frequent occlusions. The classification perfor-
mance criterion used is the standard metric used by PASCAL
challenge [15]. It computes the area under the Precision/Recall
curve, and the higher the score, the better the performance.

Table IV lists our scores for all 20 classes in comparison with
the best performance of the 2007 challenge [15], as well as an-
other recent result in [5]. As seen from Table IV, our refer-
ence-based method can achieve the best performance in most
classes.

V. CONCLUSION

In this paper, we present a novel reference-based approach
which combines reference-set with dictionary learning and
image categorization. The approach uses a reference-set to rep-
resent the images. We perform experiments on various image
databases to demonstrate the benefits of the proposed method.
Experimental results show that the proposed method increases
the classification accuracy significantly while obtains higher

for helpful discussions.
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